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Message from the Programme Committee Chairs

We are delighted to welcome you to the International Workshop on Using Linguistic Information for Hybrid Machine Translation in Barcelona.

To begin with, a few statistics: we received 15 submissions, of which 10 were accepted, providing an overall acceptance rate of 67%. Submissions came from 9 different countries, including 2 beyond Europe’s borders. The countries providing most papers were France, Germany and Spain with 3 each.

As programme chairs, we are of course indebted to the panel of reviewers, whose names are listed elsewhere. The 22 reviewers looked at 1 or 2 papers each, thus ensuring that each submission had three separate reviews. We asked reviewers to work to a tight schedule, and with few exceptions they got their reviews in on time, which in turn meant that we could notify authors of acceptance in a timely fashion. We hope that authors have appreciated and benefited from the reviewers’ comments, which were often quite extensive. Equally we are grateful to authors who were asked to prepare their final copy for these Proceedings within a fairly short deadline. Again, the deadline was generally met, and we were able to avoid the usual panic and scramble associated with getting the document off to the printers on time.

As Programme chairs, our job sort of ends once we have chosen which papers to accept, and arranged them into the programme you will experience and, we hope, enjoy. At this point we hand matters over to the Local Organisation Committee, but of course we have been working closely together with them since day one, a task obviously much facilitated by the fact that one of us is a “local”. Nevertheless, the local organisers have been with us every step of the way, and we would like here to thank them for their support, advice and, when necessary, gentle prodding.

Finally, thanks to all authors, presenters and attendees for making this a successful workshop.

Gorka Labaka and David Farwell
LIHMT 2011 Programme Committee co-chairs
Message from the Local Organising Committee

It gives us great pleasure to welcome you to the LIHMT 2011, the International Workshop on Using Linguistic Information for Hybrid Machine Translation, here on the Campus Nord of the Universitat Politècnica de Catalunya in Barcelona, Spain. We have tried to make all the necessary arrangements to ensure that your participation in the workshop events is as productive and enjoyable as possible. While in Barcelona be sure to experience the special atmosphere the city has to offer: the Roman, medieval, and modernist architecture of the old city, Passeig de Gràcia and the Eixample and the wide array of excellent restaurants, theatre, music, galleries, shops and museums. It would be unfortunate not to take in all you can while here.

Of course, we also hope that you will benefit from a strong programme of presentations that are at the forefront of Machine Translation research and development.

In organising the workshop we have received significant financial support from the Universitat Politècnica de Catalunya, the Generalitat de Catalunya and the Spanish Ministry for Science and Innovation. We also would like to thank the Centre de Tecnologies i Aplicacions del Llenguatge i la Parla (TALP), the European Association for Machine Translation (EAMT) and European Language Resources Association (ELRA) for their generous sponsorship. Finally, we have also had the unselfish assistance of local staff and students. In particular we wish to thank Gorka Labaka and Meritxell Gonzàlez for their many hours of effort, especially in maintaining the workshop website.

So without further ado, welcome and enjoy the conference.

Local Organising Committee:
David Farwell
Lluís Márquez
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Cristina España-Bonet
Daniele Piguin
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About the OpenMT-2 Project

(http://ixa.si.ehu.es/openmt2)

The main goal of the OpenMT-2 project is the development of Open Source Machine Translation Architectures based on hybrid models and advanced semantic processors. These architectures will be open-source systems combining the three main Machine Translation frameworks – Rule-Based MT (RBMT), Statistical MT (SMT) and Example-Based MT (EBMT) – into hybrid systems. Implemented architectures and systems will be Open Source, so it will allow rapid system adaptation or development of new advanced Machine Translations systems for other languages. We will test system functionality for different languages: English, Spanish, Catalan and Basque; thus evaluating such architectures in different contexts. While there are many corpus resources for English and Spanish, there are not so many for Catalan and Basque. While the structure of some of those languages is very similar (Catalan and Spanish), others are very different (English and Basque). Basque is an agglutinative and highly inflecting language, unlike English, Catalan and Spanish.

In parallel there has been extensive work on developing an automatic Evaluation platform that supports the introduction of linguistically motivated morphological, syntactic and semantic metrics into the design of MT Evaluation methodologies. It also supports the development and testing of concrete, linguistically-based evaluation techniques.

The main innovative points of the OpenMT-2 project are:

- The design of hybrid systems combining traditional linguistic rules, example-based methods and statistical methods.
- The development of MT evaluation methods based on linguistically motivated metrics.
- The implementation of Open Source Systems.
- The use of advanced syntactic and semantic processing in MT.
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Rich Morphology and What Can We Expect from Hybrid Approaches to MT

Ondřej Bojar
Charles University
bojar@ufal.mff.cuni.cz

The talk will consist of two parts: a summary of problems caused by rich morphology and a speculation as to which of these problems can be mitigated by hybrid approaches to MT.

In the first part, I will give an overview of the most important steps in MT pipeline (training, tuning, evaluation) and the counterplaying effects of rich source and/or target side morphology on achievable MT quality. In the second part, I will relate the problems to some hybrid MT techniques (ROVER system combination, two-step translation and grammatical post-processing) including their inherent limitations in solving the problems.
Statistical MT with Syntax and Morphology: Challenges and Some Solutions

Alon Lavie
Carnegie Mellon University
alavie@cs.cmu.edu

Phrase-based Statistical Machine Translation is the most dominant approach to MT in recent years. Its linguistic shallowness, however, limits its capabilities when applied to morphologically-rich languages and to language-pairs with highly divergent syntax. Integration of morphological analysis and syntactic modeling within statistical MT are currently at the forefront of MT research. This talk will overview recent work within my research group on hybrid MT frameworks that incorporate syntax and morphology into statistical translation.

The talk will focus on three main lines of work: (1) Morphological segmentation of Arabic and its impact on English-to-Arabic phrase-base SMT; (2) Learning of syntax-based synchronous context-free grammars from large volumes of parsed parallel corpora; and (3) Automatic Category Label Coarsening for Syntax-based MT.
Linguistic Indicators for Quality Estimation of Machine Translation

Lucia Specia
University of Wolverhampton
l.specia@wlv.ac.uk

Although significant progress has been observed in the field of Machine Translation (MT) in recent years, the quality of a given MT system can vary across translated segments. As MT becomes more popular among several types of users, an increasingly relevant problem is that of automatically assessing the quality of translations at the segment level to inform such users. In this talk I will present work on modelling the problem of quality estimation for different applications, focusing on the use of linguistic indicators contrasting the input and translation segments in order to complement shallow, language-independent and confidence-based indicators.
Abstract

Identifying and translating a MultiWord Expression (MWE) in a text represents an issue for numerous applications in Natural Language Processing (NLP) as MWEs appear in all text genres and pose significant problems for every kind of NLP tasks. In this paper, we describe a hybrid approach for extracting contiguous MWEs and their translations in a French-English parallel corpus. We evaluate both the alignment and the translation quality. Next, we implement a method that integrates these units to Moses, the state of the art Machine Translation (MT) system. Conducted experiments show that MWEs improve translation performance.

1 Introduction

Statistical Machine Translation (SMT) initially focused on word to word translations (Brown et al., 1993). Various improvements of SMT systems quality used phrase-based translation (Koehn et al., 2003), defined simply as n-grams consistently translated in a parallel corpora. To compensate the lack of semantic information in phrase based approaches, we study bilingual MultiWord Expressions (MWEs) and integrate them in an existing phrase-based SMT system. (Sag et al., 2002) define MWEs very roughly as “idiosyncratic interpretations that cross word boundaries (or spaces)”. Theses lexical units are numerous and constitute a significant portion of the lexicon of any natural language. (Jackendoff, 1997:156) estimates that the frequency of MWEs in a speaker’s lexicon is almost equivalent to the frequency of single words. While easily mastered by native speakers, their interpretation poses a major challenge for computational systems, due to their flexible and heterogeneous nature. SMT does not model MWEs explicitly. In phrase based MT systems, these units are indirectly captured but they are not distinguished from any other n-gram.

In recent years, a number of techniques have been applied to the problem of MWEs extraction (Kupiec, 1993; Okita et al., 2010; Dagan and Church, 1994). Most of them based on identifying these units within a corpus, with the goal of including them in bilingual lexicons (Smadja, 1993). Having such type of terms is useful for a variety of NLP application such as information retrieval (Vechtomova, 2005), word sense disambiguation (Finlayson and Kulkarni, 2011) and others.

Some researches exploited MWEs in MT systems. (Tanaka and Baldwin, 2003) described an approach of noun-noun compound machine translation, but not significant comparison was presented. In (Lambert and Banchs, 2005), authors introduce a method in which a bilingual MWE corpus was used to modify the word alignment in order to improve the translation quality. In their work, bilingual MWEs were grouped as one unique token before training alignment models. They showed on a small corpus, that both alignment quality and translation accuracy were improved. However, in their further study, they reported even lower BLEU scores after grouping MWEs by part-of-speech on a large corpus (Lambert and Banchs, 2006). Recently, (Ren et al., 2009) implemented a method integrating a domain bilingual MWE to Moses. The method yielded an improvement of 0.61 BLEU score compared with the baseline system.

In this paper, we describe a hybrid approach combining linguistic and statistical information to extract and align MWEs from a French-English parallel corpus. Extracted MWEs are then integrated into Moses. The conducted experiments show that MWEs identification improve the translation quality. The remainder of this paper is organized as follows. In section 2, we describe the proposed method for identifying and extracting bilingual MWEs. Experiments and results are discussed in section 3. We conclude and present our future work, in section 4.
2 Bilingual MultiWord Expressions Extraction

2.1 Related Work

A number of techniques have already been applied to the problem of MWEs extraction. Starting from a sentence aligned parallel corpus, most works rely on statistical, linguistic or hybrid approaches. The work of (Kupiec, 1993) is considered as one of the early work concerned with this task. The author focused essentially on noun groups. These units are identified on the basis of their part-of-speech tag. Then, based on the Expectation Maximization (EM) algorithm, bilingual correspondences are identified. It obtained a precision rate of 90% referred to the 100 first correspondences. An extension of this method is proposed by (Okita et al., 2010). To detect MWEs, a bidirectional version of Kupiec (1993) is applied. Then, in order to add prior information, they replace the maximum likelihood estimate in the M-Step of the EM algorithm with the Maximum-A-Posteriori (MAP) estimate. (Dagan and Church, 1994) describe a semi-automatic tool, T ermight, which extracts technical noun groups using a syntactic pattern filter. They use a word alignment program to align MWEs. For each source term, the tool identifies a candidate translation by selecting a sequence of target words whose first and last word are aligned with any of the words in the source term. The accuracy obtained for 192 English-German correspondences is about 40%.

Other recent related work attempt to extend the linguistic based methods used in identifying MWEs. They use additional association measures such as Mutual Information (Daille, 2001) and the Log Likelihood Ratio (Wu and Chang, 2004; Seretan and Wehrli, 2007) to capture the degree of cohesion between the constituents of a MWE. However, these measures present two main shortcomings. They are designed for bigrams and require a definition of a threshold above which an extracted phrase is considered as a MWE. Afterwards, some heuristics, are applied for the alignment task. (Tufis and Ion, 2007) and (Seretan and Wehrli, 2007) assume that MWEs keep in most cases the same morphosyntactic structure in the source and target language, which is not universal such as the English MWE *small island developing* which is aligned with the French *insulaire en développement*. The Champollion system of (Smadi et al., 1996) can produce translations of a source MWEs in the target language. It is based on a multi-word unit extraction system, Xtract, developed by (Smadja, 1993). They first extracted source MWEs. After that, for each source term, they extracted its translations in the target language by testing Dice-score. Champollion was tested on the Hansard corpus and an accuracy of 73% was reported, taking into account only MWEs appearing at least 10 times in the corpus.

2.2 MWEs Identification

In this section, we describe the MWEs extraction method from a French-English parallel corpus. The process of extraction involves full morphosyntactic analysis of source and target texts. For this, we used the CEA LIST Multilingual Analysis platform (LIMA) (Besançon et al., 2010). The linguistic analyzer produces a set of part-of-speech tagged normalized lemmas. It is needed to only permit specific strings for extraction and filter out undesirable ones such as *of the, is a*. Since most MWEs consist of noun, adjectives and sometimes prepositions, we adopted a linguistic filter that accepts n-gram units (2 ≤ n ≤ 4) matching the morphosyntactic configurations presented in Table 1.

<table>
<thead>
<tr>
<th>English Pattern</th>
<th>French Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adj-Noun</td>
<td>Noun-Adj</td>
</tr>
<tr>
<td>Noun-Noun</td>
<td>Adj-Noun</td>
</tr>
<tr>
<td>Past_Participle-Noun</td>
<td>Noun-Past_Participle</td>
</tr>
<tr>
<td>Adj-Adj-Noun</td>
<td>Noun-Adj-Adj</td>
</tr>
<tr>
<td>Adj-Noun-Adj</td>
<td>Noun-Adj-Adj</td>
</tr>
<tr>
<td>Adj-Noun-Noun</td>
<td>Adj-Noun-Adj</td>
</tr>
<tr>
<td>Noun-Prep-Noun</td>
<td>Noun-Prep-Noun</td>
</tr>
<tr>
<td>Adj-Noun-Prep-Noun</td>
<td>Noun-Adj-Prep-Noun</td>
</tr>
</tbody>
</table>

Table 1: French and English MWE’s morphosyntactic structure

To this list are added some prepositional idiomatic expressions (in particular, in the light of, as regards...) and proper noun (Middle East, South Africa, El-Salvador...) recognized by the morphosyntactic analyzer. Then, we scored them with their total frequency of occurrence in the corpus.

To avoid an over-generation of MWEs and remove irrelevant candidates from the process, a redundancy cleaning approach is introduced. In this approach, if a MWE is nested in another, and they both have the same frequency, we discard the smaller one. Otherwise we keep both of them. We consider also the alternative of having a MWE that appears nested in a high number of terms. We followed (Frantzie et al., 2000) by discarding all longer MWEs. An example of extracted MWEs is in Table 2.

The presented approach does not use additional correlations statistics such as Mutual Information or Log Likelihood Ratio since these measures require a definition of a threshold above which an extracted phrase is considered as a MWE or not. Our method consider that all extracted units are effective and valid and include all of them in the translation process. To our knowledge, none of other approaches can make this claim.
2.3 MWEs Alignment

We present a method in which we try to find for each MWE in a source language, a translation to which is adequate in the target one. We focus only on many-to-many correspondences and do not use any dictionary nor simple-word alignment tools. Our algorithm is quite simple and based on the Vector Space Model (VSM). VSM (Salton et al., 1975) is a well-known algebraic model used in information retrieval, indexing and relevance ranking. Each MWE is represented by a binary vector of size \( n \) indicating for each sentence of the corpus whether it occurs in that sentence or not. Then, translation pairs of MWEs are extracted by means of the following iterative process:

1. Find the most frequent MWE in the source sentence.
2. Extract all translation candidates from the target parallel sentence.
3. Compute a confidence value for the translation relation.
4. Consider that the target MWE that maximize the confidence value is the best translation.
5. Discard the translation pair from the process and go back to 1.

To compute the confidence value, we adopted the Jaccard Index, a frequently used measure in information retrieval. It is defined as

\[ IJ = \frac{NS_1}{NS_s + NS_t - NS_1} \]  

(1)

\( IJ \) is the Jaccard Index, \( NS_1 \) is the number of sentences shared by each target and a source MWE, \( NS_s \) and \( NS_t \) decreased by \( NS_1 \).

2.4 Extraction Method Evaluation

To evaluate the alignment quality, we followed the evaluation framework defined in the shared task on word alignment organized as part of the HLT/NAACL 2003 Workshop on building and using parallel corpora (Mihalcea and Pedersen, 2003). Within this framework, participating teams were provided with data and asked to provide automatically derived word alignments for all the words in the test set, following a specific format. This framework is defined to evaluate simple-word alignment algorithms, but we adapted it to evaluate our MWEs alignment system. The alignment results are compared to a manually aligned reference corpus scored with respect to precision, recall and F-measure, where \( A \) is the alignment proposed by the system and \( G \) is a gold standard alignment. Because the manual construction of the alignment reference is a difficult and time-consuming task, we conducted a small-scale evaluation based on a small set of 100 French-English aligned sentences derived from the Europarl corpus.

\[ P = \frac{|A \cap G|}{|A|} \]  

(2)

\[ R = \frac{|A \cap G|}{|G|} \]  

(3)

\[ F = \frac{2P \times R}{P + R} \]  

(4)

Our method yeilds a precision of 63.93% , a recall of 62.46% and an F-measure of 63.19%. We consider that obtained results are satisfactory and encouraging. In table 3 we give an example of MWEs aligned by our technique.

<table>
<thead>
<tr>
<th>French -&gt; English MWEs</th>
</tr>
</thead>
<tbody>
<tr>
<td>européen parlement</td>
</tr>
<tr>
<td>en faveur de</td>
</tr>
<tr>
<td>zone non fumeur</td>
</tr>
<tr>
<td>en développement</td>
</tr>
<tr>
<td>de bonne foi</td>
</tr>
<tr>
<td>politique de concurrence</td>
</tr>
<tr>
<td>processus de consultation</td>
</tr>
<tr>
<td>chemin de fer</td>
</tr>
<tr>
<td>en ce qui concerne</td>
</tr>
<tr>
<td>couple forestier</td>
</tr>
</tbody>
</table>

Table 3: Sample of aligned MWEs
From observing some couples of MWEs, we have identified a class of error caused by the choice of n-gram’s size. Since our system does not capture one-to-many correspondences, some MWEs were not aligned correctly. For example, the French MWE *chemin de fer* corresponding normally to the simple word *railway* was aligned here by the MWE *railway sector*.

### 3 Experiments

#### 3.1 Application of MWEs

In the previous section, we described the approach we followed to extract translation pairs of MWEs, and evaluated it by comparing the list of extracted MWEs to a hand-created reference list. As it lacks a common benchmark data sets for evaluation in MWE extraction and alignment researches, we decided to study in what respect these units are useful to improve the performance of phrase based SMT systems. We present a method that integrates extracted MWEs into the baseline system’s phrase table being considered as very important element according to the following two ways. In the first way, we simply add MWEs and keep translation probabilities proposed by the aligner. We call this method “Baseline+MWE”. In the second one, ”Baseline+NPMWE”, we assign 1 to the two translation probabilities (in both directions) for simplicity.

#### 3.2 Baseline

We use the factored translation model of the Moses\(^2\) SMT system as our baseline system (Koehn, 2005). It is an extension of the phrase based models which are limited to the mappings of phrases without any explicit use of linguistic information. The factored model enables the use of additional annotations at the word level. We present a model that operates on lemmas instead of surface forms, in which the translation process is broken up into a sequence of mapping steps that either:

- Translate source lemmas into target’s ones.
- Generate surface forms given the lemma.

The features used in baseline system are: two translation probability features, two languages models, one generation model and word penalty. For the ”Baseline+MWE” and ”Baseline+NPMWE” methods, translation pairs of MWEs were extracted from the training corpus and added to the phrase table. Consequently, a new phrase table is obtained. During the translation process, the decoder would search for each phrase in input sentence, all candidates translations in both original phrases and new MWEs.

### 3.3 Data

Training and Test data (Table 4) come from the French-English Europarl Corpus (Koehn, 2005). It groups a set of parallel sentences extracted from the Proceedings of the European Parliament. In this work, we focus on sentences consisting of at most 50 words.

<table>
<thead>
<tr>
<th>Training sentences</th>
<th>French</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>Words</td>
<td>213489</td>
<td>206562</td>
</tr>
<tr>
<td>Test sentences</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td>Words</td>
<td>13816</td>
<td>12736</td>
</tr>
</tbody>
</table>

Table 4: Caracteristics of Training and Test data

Since we use the factored translation model, training data are annotated with lemmas. Next, word-alignment for all the sentences in the parallel training corpus is established. Here, we use the same methodology as in phrase-based models (symmetrized GIZA++ alignments). The word alignment methods operates on lemmas. We also specified two language models using the IRST Language Modeling Toolkit\(^3\) to train two tri-gram models. Besides the regular language model based on surface forms, we have a second language model which is trained on lemmas.

### 3.4 Results and discussion

We test translation quality on the test set described in the previous section and calculate the BLEU score. We also consider only one reference for each test sentence. Obtained BLEU results are reported in Table 5. The first notable observation is that using bilingual MWEs improves translation in the two cases. The ”Baseline+MWE” method achieves the most improvement of 0.24 BLEU score compared to the baseline system. This method performs slightly higher than the ”Baseline+NPMWE” method which in turn comes with 0.23 BLEU score improvement.

<table>
<thead>
<tr>
<th>Method</th>
<th>BLEU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.1758</td>
</tr>
<tr>
<td>Baseline+MWE</td>
<td>0.1782</td>
</tr>
<tr>
<td>Baseline+NPMWE</td>
<td>0.1781</td>
</tr>
</tbody>
</table>

Table 5: Translation results using extracted MWEs

In order to know in what respects our method improves performance of translations, we manually analyzed the test sentence presented in Table 6. The french MWE ”chemins de fer” is not correctly aligned in baseline system. It was translated to the english phrase ”way of the

\(^2\)http://www.statmt.org/moses

\(^3\)http://hlt.fbk.eu/en/irstlm
Ce n’est que ces dernières années que la plupart des états membres ont investi dans l’amélioration des chemins de fer et parfois également dans la navigation intérieure.

Only in the last few years have most member states invested in improving the railways and sometimes inland shipping too.

They will be that this last year that most member states have invested in improving the way to go to fer and sometimes also in the navigation internal.

They will be that this last year that most member states have invested in improving the railways sector and sometimes also in the internal navigation.

They will be that this last year that most member states have invested in improving the "railways sector" and sometimes also in the internal navigation.

Table 6: Translation example

<table>
<thead>
<tr>
<th>Source Sentence</th>
<th>Reference</th>
<th>Baseline</th>
<th>Baseline+MWE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ce n’est que ces dernières années que la plupart des états membres ont investi dans l’amélioration des chemins de fer et parfois également dans la navigation intérieure.</td>
<td>Only in the last few years have most member states invested in improving the railways and sometimes inland shipping too.</td>
<td>They will be that this last year that most member states have invested in improving the way to go to fer and sometimes also in the navigation internal.</td>
<td>They will be that this last year that most member states have invested in improving the railways sector and sometimes also in the internal navigation.</td>
</tr>
</tbody>
</table>

We can notice that in this case, a word-to-word alignment strategy is performed. It provides the following alignments:

- "chemin" = "way to go to"
- "de" = Not Translated
- "fer" = Not translated

Here, the French word "chemin" was translated into the English phrase "way to go to" and the word "fer" was not translated since there is no entry in the baseline system’s phrase table to which we can associate it. While it is aligned to the target MWE "railways sector" in baseline+MWE. We can consider that this is a correctly translated phrase as much as it keeps the same meaning.

4 Conclusion and Future Work

We described a method for extracting and aligning MWEs in a parallel corpus. The alignment algorithm we proposed checks only on many to many correspondences and can address both frequent and infrequent MWEs in a text. To evaluate the alignment quality, we used a small test set of 100 parallel sentences and reported an F-Measure value of 63.19%.

We also proposed a method for using extracted bilingual MWEs in Statistical Machine Translation. This method incorporates extracted MWEs in a baseline system’s phrase table. Conducted experiments show that including such type of units in the translation process improves translation quality and yields an improvement of 0.24 BLEU score compared to a baseline system.

Although our initial experiments are positive, we believe that they can be improved in a number of ways. We first intend to extend the morphosyntactic patterns to handle other forms of MWEs, e.g., starting with a verb. We will also try to develop and evaluate other statistical based methods to align MWEs.

Moreover, in the presented work the use of MWEs is actually restricted to the decoding step. We will also attempt to include these units in the training step using a larger set a parallel sentences and the two sides of MWEs as independent monolingual units.
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Abstract

This paper describes the first steps in the design and implementation of VERTa, a metric which aims at using and combining a wide variety of linguistic features at lexical, morphological, syntactic and semantic level. A description of the modules developed up to now is provided, as well as the results of some preliminary experiments conducted in order to modify and improve the metric. No formal evaluation has been performed so far because we are in our first stages, but for the sake of comparison we report some results obtained when comparing our current metric performance with IBM’s BLEU.

1 Introduction

Evaluation of MT systems is crucial in their development and improvement. However, human evaluation is expensive and complex. As a consequence, in the last decades several automatic metrics have been developed in order to assess MT output in a simple and less expensive way. From these automatic metrics, the string-based IBM’s BLEU (Papineni et al. 2002) is one of the most popular and widely-spread because it is fast and easy to use. However, researchers such as Callison-Burch et al. (2006) and Lavie and Dekowski (2009) have criticized its performance and highlighted its weaknesses in relation to translation quality and its tendency to favour statistically-based MT systems. As a consequence, in response to BLEU weaknesses several linguistically-motivated metrics have arisen. Some of them are based on lexical information, such as METEOR (Banerjee and Lavie 2005); others rely on the use of syntax, either using constituent (Liu and Hildea 2005) or dependency analysis (Owczarzack et al. 2007a and 2007b; He et al. 2010); and others use semantic information, such as Named Entities and semantic roles (Giménez and Márquez 2007 and 2008a). All these metrics work at a certain linguistic level, but little research (Giménez 2008b; Specia and Giménez 2010) has been focused on the use and combination of a wide variety of linguistic information. Therefore, our proposal is a linguistically-motivated metric which aims at using and combining varied linguistic knowledge at different levels in order to cover the key features that must be considered when dealing with MT evaluation from a linguistic point of view. Our hypothesis is that the use and combination of linguistic features at different levels will help us to provide a wider and more accurate coverage than those metrics working at a specific linguistic level.

This paper describes the first stages in the design and the on-going development of the VERTa metric. We provide a description of the modules developed up to now and we report the results obtained in some preliminary experiments.
which will help us to see whether we are in the right direction and to discuss the use of certain linguistic knowledge used for the time being. Finally, we draw some conclusions and point out some items which must be under consideration for further development and improvement.

2 Methodology

When approaching MT evaluation from a linguistic point of view, there are different linguistic phenomena which should be taken into account. This can help in the design of our metric and can play an important role when evaluating MT output. In order to define such phenomena, we have considered linguistic issues that we had come across during some work on language data analysis carried out. After such study, we concluded that these phenomena could be classified into lexical, phrase and clause level and that they affected both syntax and semantics. Therefore, the linguistic knowledge that we intend to use is organised in different layers:

- **Lexical information:** We use word-forms and lemmas in order to check lexical units similarity and we also take into account lexical semantic relations such as synonymy, hyperonymy and hyponymy, in other words, semantically-related lexical items.

- **Morphological information:** The information at this level is basically based on lemmas, semantically-related units and the use of Part of Speech tags as the main features in order to cover issues related to inflectional morphology and morphosyntax.

- **Dependency information:** We take into account the dependency relations between the constituents of a sentence. By means of this information we try to solve issues on different word order between the hypothesis and the reference translation. In order to allow a broad coverage, the dependency module is based on the lexical information obtained in the lexical level (see section 2.3)

- **Sentence semantics:** We intend to deal with semantics at sentence level, focusing on semantic arguments.

The use of this varied range of linguistic information allows us to evaluate both adequacy and fluency, thus trying to get closer to human evaluation scores. Given the stage of our work, in this paper we only focus on adequacy for the time being.

In order to combine the above described linguistic features, we have decided to develop one similarity metric per each type of information: lexical similarity metric, morphological similarity metric, dependency similarity and semantic similarity metric respectively. Moreover, we have also added an n-gram similarity module so as to account for similarity between chunks. Each metric works first individually and the final score is the Fmean of the weighted combination of the Precision and Recall of each metric in order to get the results which best correlate with human assessment.

All metrics use a weighted precision and recall over the number of matches of the particular element of each level (words, dependency triples, n-grams, etc) as shown below.

\[
P = \frac{\sum_{\varnothing \in D} W_{\varnothing} \ast nmatch_{\varnothing}(\nabla(h))}{|\nabla(h)|}
\]

\[
R = \frac{\sum_{\varnothing \in D} W_{\varnothing} \ast nmatch_{\varnothing}(\nabla(r))}{|\nabla(r)|}
\]

Where \(r\) is the reference, \(h\) is the hypothesis and \(\nabla\) is a function that given a segment will return the elements of each level (e.g. words at lexical level and triples at dependency level). \(D\) is the set of different functions to project the level element into the features associated to each level, such as word-form, lemma or partial-lemma at lexical level. \(nmatch_{\varnothing}\) is a function that returns the number of matches according to the feature \(\varnothing\) (i.e. the number of lexical matches at the lexical level or the number of dependency triples that match at the dependency level). Finally, \(W\) is the set of weights \([0, 1]\) associated to each of the different features in a particular level in order to combine the different kinds of matches considered in that level.

Thus far, the metrics implemented are the lexical and morphological similarity metrics, the n-gram similarity metric and part of the dependency metric. As regards the semantic similarity metric, it
has not been explored so far, but we intend to do it in the future. The metric is based on precision and recall and the traditional F-measure is applied in order to get the final score for each pair of segments. In the case of using multiple reference translations, the VERTa metric compares each hypothesis string with the corresponding string of each reference translation and the metric chooses the best score as the final score for that segment.

VERTa works at segment level, comparing the different items of the hypothesis and reference segments from left to right. It must be highlighted that a segment can be composed of one or more sentences. Thus, it could be the case that one segment of the hypothesis contains just one sentence whereas the same segment in the reference has been translated by means of two different sentences, which still belong to the same segment. In order to deal with this issue, segments are split into sentences and the linguistic tools (see sections 2.2 and 2.3 for further details) used in each stage are applied to each sentence separately. Afterwards the metric is applied at segment level; that is to say, we look for the similarity of all items inside the hypothesis segment in relation to all items in the reference segment, regardless of the number of sentences in each segment.

We describe each module in detail in the following sections.

2.1 Lexical Similarity Module

The lexical similarity metric compares lexical items from the hypothesis segment with those in the reference segment. In order to identify these matches we use the following linguistic features: word-forms, lemmas, synonyms, hyperonyms, hyponyms and partial lemmas (lemmas that share the first 4 letters). The approach followed in this module is inspired by METEOR in the sense that the metric relies on lexical items and lexical semantic relations. However, while the most recent version of METEOR (Denkowski & Lavie, 2011) deals with semantics by means of synonymy and paraphrase tables, our metric uses not only synonymy but tries to exploit other lexical semantic relations such as hyperonymy and hyponymy and avoids the use of paraphrase tables which have to be built up for each language and domain. Moreover, we also use the information provided by lemmas, whereas METEOR relies on stemming. In addition, we also apply a system of weights (W) on the different matches established depending on their importance in terms of semantics, whereas METEOR considers all matches equal, regardless of their difference in terms of meaning.

From the linguistic features that we use, lemmas are obtained by means of WordNet (Feuillbaun, 1998). Also the metric relies on some lexical semantic relations such as synonymy, direct hyperonymy and direct hyponymy. These semantic relations are also identified using Wordnet 3.0; however, in order to establish semantic relations we do not use any disambiguation tool, we rely directly on lemmas. As mentioned later in the Experiments section, we thought the use of hyperonymy and hyponymy was a useful strategy to gain more lexical coverage. First we tried to use different levels of hyperonymy and hyponymy but we realised that they introduced noise in the metric, so we decided to restrict their use at immediate levels. However, as shown later, the use of such semantic relations must be reconsidered as they do not always help.

Once established the different linguistic features used by the lexical similarity metric we focus, now, on its mechanism. The metric finds matches between the hypothesis and the reference segment by using the linguistic features explained above in the order established in Table 1.

<table>
<thead>
<tr>
<th>W</th>
<th>Match</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Word-forms</td>
<td>east, east</td>
</tr>
<tr>
<td>2</td>
<td>Synonyms</td>
<td>believed, considered</td>
</tr>
<tr>
<td>3.9</td>
<td>Direct-hypon.</td>
<td>barrel, keg</td>
</tr>
<tr>
<td>4.9</td>
<td>Direct-hypon.</td>
<td>keg, barrel</td>
</tr>
<tr>
<td>5.8</td>
<td>Lemma</td>
<td>is_BE, are_BE</td>
</tr>
<tr>
<td>6.7</td>
<td>Partial-lemma</td>
<td>danger, dangerous</td>
</tr>
</tbody>
</table>

Table 1. Lexical matches and examples

2.2 Morphological Similarity Module

The morphological similarity metric combines lexical and morphological information. This metric is based on the matches set in the lexical similarity metric, except for the partial-match, in combination with the Part of Speech (POS) tags
from the annotated corpus\textsuperscript{1}. By means of this combination, we apply a restriction in terms of fluency because we avoid issues such as stating that \textit{invites} and \textit{invite} are positive matches regarding morphology, and somehow we compensate the broader coverage that we have in the lexical module. Therefore, when assessing MT output in terms of fluency this metric will receive a higher weight, whereas when evaluating adequacy, the weight given to this module will be reduced. This module will be particularly useful when evaluating MT output of languages with a rich inflectional morphology, such as Spanish or Catalan.

Following the approach used in the lexical similarity metric, the morphological similarity metric establishes matches between items in the hypothesis and the reference sentence and a set of weights (W) is applied. However, instead of comparing single lexical items as in the previous module, in this module we compare pairs of features in the order established in Table 2.

<table>
<thead>
<tr>
<th>W</th>
<th>Match</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(Word-form, POS)</td>
<td>HYP: (he, PRP)</td>
</tr>
<tr>
<td>2</td>
<td>(Synonym, POS)</td>
<td>HYP: (VIEW, NNS)</td>
</tr>
<tr>
<td>3 .9</td>
<td>(Hypern., POS)</td>
<td>HYP: (PUBLICATON, NN)</td>
</tr>
<tr>
<td>4 .9</td>
<td>(Hypon., POS)</td>
<td>HYP: (MAGAZINE, NN)</td>
</tr>
<tr>
<td>5 .8</td>
<td>(LEMMA, POS)</td>
<td>HYP: can\textsubscript{(CAN, MD)}</td>
</tr>
</tbody>
</table>

Table 2. Morphological pairs of matches and examples.

2.3 Dependency Similarity Module – Work in progress

Once covered the lexical and morphological sections, we are now working on the dependency similarity metric which will help us to deal with syntactic structures at a deeper level. By means of this module we will be able to capture the relations between sentence constituents regardless of their position inside the sentence, which will be really helpful when comparing a hypothesis and a reference segment with a different word order of their constituents, as illustrated in the following example:

Example 1:
HYP: \textit{After a meeting Monday night with the head of Egyptian intelligence chief Omar Suleiman Haniya said}....
REF: Haniya said, \textit{after a meeting on Monday evening with the head of Egyptian Intelligence General Omar Suleiman}...

In this example, the adjunct realised by the PP \textit{After a meeting Monday night with the head of Egyptian intelligence chief Omar Suleiman} occupies different positions in the hypothesis and reference strings. In the hypothesis it is located at the beginning of the sentence, preceding the subject \textit{Haniya}, whereas in the reference, it is placed after the verb. By means of dependencies, we can state that although located differently inside the sentence both subject and adjunct depend on the verb as shown in Table 3.

<table>
<thead>
<tr>
<th>HYPOTHESIS</th>
<th>REFERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>nsubj(Haniya, said)</td>
<td>nsubj(Haniya, said)</td>
</tr>
<tr>
<td>prep_after(meeting, said)</td>
<td>prep_after(meeting, said)</td>
</tr>
</tbody>
</table>

Table 3. Matching of triples

Therefore, the use of dependencies helps us to establish similarities between equivalent sentences which contain the same constituents but in different positions.

This dependency similarity metric works at sentence level and follows the approach used by Owczarzack et al. (2007a and 2007b) and He et al. (2010) with some linguistic additions in order to adapt it to our metric combination.

Both hypothesis and reference strings are annotated with dependency relations by means of the Stanford parser (de Marneffe et al. 2006). The reason why this parser is used is because after conducting an evaluation (Comelles et al. 2010) where the performance of several dependency parsers was assessed (Stanford, DeSR, MALT, Minipar, RASP) this proved to be the best in terms of linguistic quality. Moreover, the output file provided by this parser contains dependency relations by means of flat triples with the form \texttt{Label(Head, Mod)}. These triples are ideal in order...
to compare the dependency relations in the hypothesis and reference segments.

The dependency similarity metric also relies first on the matches established at lexical level – word-form, synonymy, hyperonymy, hyponymy and lemma – in order to capture lexical variation across dependencies and avoid relying only on surface word-form. Then, and inspired by He et al. (2010) and Owczarzak et al. (2007a and 2007b), four different types of dependency matches have been designed. Next, we describe the matches and provide examples for each of them:

- **Complete (MC):** Type of match used when the triples are identical, this means that the label, the head and the modifier match.
  
  \[
  \text{Label1(Head1,Mod1)} = \text{Label1(Head2,Mod2)}
  \]

  Example 2:
  - HYP: advmod(difficult, more)
  - REF: advmod(difficult, more)

- **Partial (MP):** Three different types of partial matches are established:
  - Partial_no_mod (MP_no_mod): The label and the head match but the modifier does not match.
    \[
    \text{Label1} = \text{Label2} \quad \text{Head1} = \text{Head2}
    \]
  - Partial_no_head (MP_no_head): The label and the modifier match but the head does not match.
    \[
    \text{Head1} = \text{Head2} \quad \text{Mod1} = \text{Mod2}
    \]
  - Partial_no_label (MP_no_label): The head and the modifier match but the label does not match.
    \[
    \text{Head1} = \text{Head2} \quad \text{Mod1} = \text{Mod2}
    \]

  Example 3:
  - HYP: conj_and(difficult, dangerous)
  - REF: conj_and(difficult, serious)

  Example 4:
  - HYP: prep_between(mentioned, Lebanon)
  - REF: prep_between(crisis, Lebanon)

  Example 5:
  - HYP: predet(parties, all)
  - REF: det(parties, all)

  Example 6:
  - HYP: ...between the ministries of interior...
  - REF: ...between the two interior ministries...

  HYP_prep_of(ministries, interior) = REF_amod(ministries, interior)

  Example 7:
  - HYP: After meeting the Moroccan news agency published a joint statement...
  - REF: A joint statement published (...) by the Moroccan news agency...

  HYP_nsubj(published, agency) = REF_agent(published, agency)

  Each type of match is given a weight which ranges from the highest to the lowest weight in the following order:
  - Complete (1)
  - Partial_no_mod (.8)
  - Partial_no_head (.7)
  - Partial_no_label (.7)

  In addition, we have also planned to add some extra-rules in order to capture the similarity between certain structures which are semantically equal but syntactically different. These extra-rules will be applied at phrase and sentence level. An example of these rules at phrase level affects modifiers inside the noun phrase and the latter the passive-active voice alternation. We plan to cover the similarity between an adjective premodifying a noun and an of-prepositional phrase postmodifying it, as exemplified below.

  Example 8:
  - HYP: ...between the ministries of interior...
  - REF: ...between the two interior ministries...

  HYP_prep_of(ministries, interior) = REF_amod(ministries, interior)

  Although their labels differ, this couple of triples must be considered as an exact match due to their semantic similarity. Otherwise we would penalise a couple of structures which are equal from a semantic point of view. At a clause level, an example of these rules could be the treatment of the active-passive alternation. As shown below, although syntactically different, both structures share the same meaning.

  Example 9:
  - HYP: After meeting the Moroccan news agency published a joint statement...
  - REF: A joint statement published (...) by the Moroccan news agency...

  HYP_nsubj(published, agency) = REF_agent(published, agency)

  Similar to the pair of dependencies dealing with modifiers, nsubj and agent labels must be considered identical and thus, the previous couple of triples must be scored as an exact match.
Unfortunately, this set of rules has not been implemented yet in the dependency metric. Therefore, results shown in the Experiments section only refer to the use of the different matches.

2.4 N-gram Similarity Module

The n-gram similarity module is aimed at matching chunks\(^2\) in the hypothesis and reference segments. Chunks length goes from bigrams to sentence length. The use of this module allows us to combine both linguistic and statistical approaches and enables us to deal with word order inside the sentence by means of a more simple approach than the parsing of constituents. The n-gram similarity module uses the matches obtained at lexical level in order to align chunks. Thus, we do not only match n-grams relying on the word-form but also taking into account synonymy, hyponymy/hyperonymy and lemmas, as shown in example 8, where the chunks [the situation in the area] and [the situation in the region] match, although area and region do not share the same word-form but a relation of synonymy.

Example 8:
HYP: … the situation in the area…
REF: … the situation in the region…

2.5 Metrics Combination

As mentioned at the beginning of the section, the modules implemented so far are combined in order to cover linguistic features at all levels depending on the type of evaluation. Therefore, if the evaluation is focused on adequacy, those modules more related to semantics will have a higher weight, whereas if evaluating fluency those related to morphology, morphosyntax and constituent word order will be more important. Moreover, metrics should also be combined depending on the type of language evaluated. If a language with a rich inflectional morphology such as Spanish is assessed, the morphology module should be given a higher weight; whereas if the language evaluated does not show such a rich inflectional morphology (i.e. English) the weight of the morphology module should be lower. As a consequence, a set of weights has been established which can be changed manually regarding the type of evaluation. So far weights have been set according to the linguistic characteristics of the language under analysis and the type of evaluation. In a near future we intend to work on the tuning of weights in order to improve the metric performance. The experiments described in the next section are all focused on evaluating adequacy, as a consequence, the lexical and dependency metrics receive higher weights than the morphology and n-gram similarity metrics. For these experiments weights have been set as follows:

- Lexical Module: 0.444
- Morphology Module: 0.111
- N-gram Module: 0.111
- Dependency Module: 0.333

3. Experiments

In this section we report a couple of preliminary experiments at segment and system level to check whether we were in the right direction. These experiments should not be regarded as a formal evaluation, but just as a set of preliminary tests which should give us information on the adequacy of the linguistic features used. They must provide us with material to discuss, reconsider and improve the on-going development of the metric. The experiments were aimed at checking (i) the influence of adding the dependency module and (ii) the influence of hyperonyms and hyponyms. For these experiments we used data provided in the MetricsMaTr 2010 shared-task\(^3\). From the data provided by the organization we used 100 segments of the NIST Open-MT06 data, the MT output from 8 different MT systems (a total of 28,000 words approximately) and 4 reference translations. The human judgments used were based on adequacy. In order to calculate correlations at segment level we used Pearson correlation and we took into account all segments regardless of the system providing them in order to have a more precise correlation. Table 4 shows the results obtained.

---

\(^2\) By chunks we understand a group of words that go together, one next to the other, not necessarily working as a constituent

\(^3\) http://www.nist.gov/itl/iad/mig/metricsmatr10.cfm
On the one hand, the use of the partially-implemented dependency module improved the performance of the metric. Thus, adding linguistic knowledge which deals with deep structure at clause and phrase level helped to account for certain relationships which would not be considered by means of the n-gram matching module, such as different word order of the constituents inside the sentence. On the other hand, and opposed to our hypothesis, at segment level, the metric correlates better with human judgments when lexical semantic relations are more restricted. It seems therefore that the use of direct hyperonyms and hyponyms does not help to improve the metric performance; on the contrary, it slightly degrades the correlation with human judgments. There might be a couple of reasons for this result: first, a low percentage of hyponyms and hyperonyms in the reference translations; secondly, the fact of not using any process of disambiguation might make the metric match certain words which, although being hyponyms or hyperonyms, do not share such a relationship in the domain under analysis.

For the sake of comparison and just to check that our first steps were in the right direction, we were also interested in comparing our metric with the widely-used metric BLEU. As shown in Table 5 the results obtained by our metric at system level, although being yet in its first stages, outperforms the results obtained by IBM’s BLEU at both system and segment level, due to the use of more lexical semantic information by our metric and the calculation of recall.

### Table 4. Pearson correlations at segment level

<table>
<thead>
<tr>
<th></th>
<th>NO DEP + HYP</th>
<th>DEP + HYP</th>
<th>DEP + NO HYP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson Correlation</td>
<td>0.734</td>
<td>0.755</td>
<td>0.759</td>
</tr>
</tbody>
</table>

4. Conclusions and Future Work

In this paper we have describe the work in progress of the metric we are developing. We have described the modules of the metric which have been designed and implemented so far and we reported the results obtained in some preliminary experiments. The scores obtained in the correlations with human judgments show that the use of linguistic information dealing with different types of linguistic phenomena and at different levels helps in improving the metric performance. Although they are preliminary results, they will be extremely helpful to continue with our on-going research. Moreover, the figures obtained by our primary metric implementation when compared to BLEU show promising results for the combination and use of a wide variety of linguistic features.

In a near future, we plan to keep working on the development of the metric by exploring the use of other linguistic information (i.e. multi-words treatment, the importance of function and content words and the use of semantic information at sentence level). In addition, we also expect to improve the metric performance by finishing the implementation of the dependency module (i.e. refining the type of dependency labels and matches to take into account, and implementing the set of similarity rules) and continue working on the tuning of the weights used both inside the modules and in metrics combination. Regarding the meta-evaluation of the metric, we will analyze the coverage of each level separately and we will evaluate our metric not only in terms of adequacy but also in terms of fluency. Finally, we would also like to test the robustness of VERTa with other languages with richer inflectional morphology such as Spanish.
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Abstract

This paper describes a new method to tokenize texts, both to train a Moses SMT system and to be used during the translation process. The new method involves reusing the morphological analyser and part-of-speech tagger of the Apertium rule-based machine translation system to enrich the default tokenization used in Moses with part-of-speech-based truecasing, multi-word-unit chunking, number preprocessing and fixed translation patterns. Figures of the experimental results show an improvement of the final quality similar to the improvement attained by using minimum-error-rate training (MERT) as well as an increase of the overall consistency of the output.

1 Introduction

Apertium (Tyers et al., 2009) is a free/open-source machine translation (MT) platform that provides rule-based MT (RBMT) systems for an increasing number of languages. Apertium uses human-built linguistic data, consisting of dictionaries (both monolingual for morphological analysis and generation, and bilingual for translation purposes) and transfer rules intended to perform transformations involving more than a translation unit. These data are available for more than 30 different languages, in different degrees of development.

Considering that Apertium is evolving as an independent MT solution, one open question is how other systems, in particular statistical machine translation (SMT) systems, could possibly benefit from Apertium freely available linguistic data. Some researchers have explored hybrid approaches to leverage these Apertium data. Some use the whole Apertium system as a wrapper, managing translations from other engines, like Sánchez-Martínez et al. (2009). Others like Sánchez-Cartagena et al. (2011) use transfer rules and dictionary information to generate translation hypotheses.

In this work we explore a strategy to exploit some of the information stored in the Apertium dictionaries and the part-of-speech tagger of Apertium. On the one hand, the morphological tags delivered by the part-of-speech tagger of Apertium will be used to decide when to lowercase the first word of a sentence and to split sentences. On the other hand, Apertium dictionaries have translation-oriented multiword-units (MWUs), coded by linguists. We will use MWU information both in the training corpus and during the translation process, as we expect it to provide better alignments (and therefore, better translation quality) during training. The reason which leads us to expect this improvement is that words are particularized using their context and therefore this avoids frequency interferences between words when they appear in MWUs and the individual words that form those MWUs.

During this work we found the experimental fact that using word division determined by linguistically motivated, human encoded data (in our case, from the Apertium platform), can improve consistently SMT quality in all of our experiments.

Factored translation models (Koehn and Hoang, 2007) use equivalent linguistic data without multiword translation units. It uses however a different strategy based on training and using separate trans-
lation models for lemmas and for parts of speech.

We also include in our proposal a way to manage fixed translations, based on Apertium morphology modules, that allow a more stable handling of numbers, some punctuation marks and fixed translations of proper nouns during translation.

In the following sections we detail the specifics of the tokenizing method proposed (section 2), the experiments carried out to evaluate its performance, the results (section 3) and, finally, conclusions and a description of future work (section 4).

2 Enriching text tokenization with linguistic data

2.1 Baseline: the default tokenization of text in Moses

The default training in Moses is based on texts tokenized in a very crude way: separating words and punctuation, and possibly taking into account some (language-dependent) abbreviations that contain punctuation marks inside. The input texts are lowercased by default and then a recaser is trained to attempt to restore the original casing (capitalization) of the text, taking into account the different casing in both languages considered in the translation. In the figure 1, in the baseline row, we see how this work is done with an example that will be used throughout this paper.

An alternative way of tokenizing text in Moses, not considered in this work, is using truecasing. Truecasing consists in retaining the original case of words but lowercasing only first words of sentences if their most frequent form in texts is lowercased.

2.2 Adding Apertium-based tokenization

We use MWUs for sequences of words that are worth to be considered together rather than separately for a particular purpose. In a similar way, we define multiword translation units (MTUs) as translation units that have MWUs in at least on one of the two languages involved.

The components of Apertium being used for this purpose are the morphological analyzer and the part-of-speech tagger. The morphological analyzer is a module based on finite-state technology; it provides all the possible morphological analyses for a given lexical unit, while also tokenizing the input according to the definition of these lexical units in dictionaries (left-to-right, longest-match, tokenize-as-you-analyse strategy). The part-of-speech tagger uses hidden Markov model (HMM) techniques to determine the best part-of-speech of a given word in its context.

The morphological analyzer of Apertium (lt-proc -a) marks the start each lexical unit it recognizes with a circumflex sign ("ˆ") and its end with a dollar sign ("$"). MWUs are marked together as if it were regular words, including the blank characters found between individual words. The surface form comes first, and then, the different analyses are written, with the bar character ("/"), used as a separator.

The part-of-speech tagger (apertium-tagger -g -p) uses a suitably-trained HMM to select the most likely part-of-speech tag (and therefore the most likely analysis) among those provided by the morphological analyser.

In order to allow Moses to use this segmentation, blanks inside MWUs are replaced with tilde ("˜") characters. The aim of this preprocessing is to reduce the probability of possible relationships between words identified by automated text alignment process that have not been taken into account in order to properly align a bitext when training a SMT model.

Each multiword unit, in this experiment, is not intended to have a matching multiword in the other side. Multiword units are treated as regular words and the alignment process will decide which correspondence applies for every sentence having the perspective that the SMT engine will decide the most likely translation in each case.

Figure 1 shows the result of tokenizing text using Apertium part-of-speech is shown. Particular part-of-speech tags are used in order to decide whether the first word of a sentence has to be lowercased or not, rather than using the frequency of the word in the text as it is done in truecasing.

Figure 2 shows an example of a parallel sentence of the kind used to train the system. The co-occurrence, in this particular case, of Apertium MWUs gives an idea of how can the specifics of tokenization can affect alignment quality and, therefore the translation quality obtained from the trained models.
A few months ago, the new CEO of Air Berlin, Stephane Richard, announced that the company will base 30% of bonuses on the "happiness" of their staff.

<table>
<thead>
<tr>
<th>Original</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>A few months ago, the new CEO of Air Berlin, Stephane Richard, announced that the company will base 30% of bonuses on the &quot;happiness&quot; of their staff.</td>
<td>a few months ago, the new CEO of Air Berlin, Stephane Richard, announced that the company will base 30% of bonuses on the &quot;happiness&quot; of their staff.</td>
</tr>
</tbody>
</table>

**Figure 1:** Combined tokenization using Apertium linguistic data. Note the tilde marks grouping multi-word units, and the preservation of the original casing in “Air Berlin”.

<table>
<thead>
<tr>
<th>Original</th>
<th>English</th>
<th>Spanish</th>
</tr>
</thead>
<tbody>
<tr>
<td>we europeans socialists are in favour of a market economy with a social purpose.</td>
<td>nosotros, los socialistas europeos, estamos a favor de una economia de mercado con fines sociales.</td>
<td></td>
</tr>
<tr>
<td>we European Socialists are in favor of a market economy with a social purpose.</td>
<td>nosotros, los socialistas europeos, estamos a favor de una economia de mercado con fines sociales.</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2:** Example of co-occurrence of multiwords in both sides of the training corpus.

### 2.3 Number preprocessing

Statistical machine translators treat numbers as if they were usual words. In general, users do not expect numbers to be deeply transformed as a result of MT processing. They might however require some minor transformations such as those affecting the use of punctuation. For example, the English number 2,345.45 should be written in Spanish as 2.345,45 (with dot and comma reversed), following the conventions of the language.

SMT systems do not deal very well with numbers. Numbers are treated like different words and stored in phrase tables and language models. This representation is not suitable since numbers constitute a regular language that can be perfectly characterized by a regular expression. This fact leads to an enormous variability in the training corpora of SMT systems regardless of the number nature and meaning.

For example, years are generally 2 or 4-digit numbers and temperatures 1, 2 or 3-digit numbers, depending on the particular context of a text. We use a transformation mechanism that tries to keep these facts in mind in order to reduce text complexity while maintaining these differences. Numeric sequences are therefore transformed in a input text into the following entities:

- \_NUMZ_: represents the 0 number only when occurs as a 1-digit number.
- \_NUMI_: represents the 1 number only when occurs as a 1-digit number.
- \_NUM[0–9]+_: represents the rest of sequences of numbers, while the number after \_NUM indicates the number of digits found.

The specific treatment of numbers 0 and 1 is done in order to reflect the fact that, not only, but these two numbers are treated specially depending on the language. For example, number 1 appears in singular linguistic contexts and make sense to differentiate it from other 1-digit numbers, while 0 is usually followed by plural forms.

A mapping between these entities and the original numbers is stored in a way that it can be retrieved...
after running the SMT systems to restore the desired format of the numbers in suitable positions.

An example of this rewriting process is shown in table 1.

<table>
<thead>
<tr>
<th>Original</th>
<th>Transformed</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td><em>NUM4</em></td>
</tr>
<tr>
<td>2,004</td>
<td><em>NUM1</em> <em>NUM3</em></td>
</tr>
<tr>
<td>0.34</td>
<td><em>NUM2</em> <em>NUM3</em></td>
</tr>
<tr>
<td>3 000</td>
<td><em>NUM1</em> <em>NUM3</em></td>
</tr>
<tr>
<td>0.1</td>
<td><em>NUM2</em> <em>NUM1</em></td>
</tr>
</tbody>
</table>

Table 1: Some examples of number rewriting.

2.4 Fixed translations

Some inconsistencies appearing in the translations generated by Moses are related to missing or altered proper nouns, punctuation marks, numbers and other kind of fixed-translation patterns or fixed-translation entities.

Taking advantage of the Moses XML Markup feature to indicate fixed translations to the decoder and of the information of the Apertium dictionaries, a module to preprocess patterns and rules has been set up to be used during the translation process.

The main advantage of operating this way is the possibility of having consistent translations of well known expressions without requiring large amount of data containing these expressions even when these expressions are not frequent in the training corpora, and also to fix frequent multiword translations determined by linguists.

The module uses Apertium-like dictionaries with both language-dependent and independent data to mark fixed translations and expressions in the source language that will be forced in the target language.

The module uses Apertium-like dictionaries with both language-dependent and independent data to mark fixed translations and expressions in the source language that will be forced in the target language. These dictionaries are compiled by the Apertium lt-comp program to be turned into finite-state-transducers which can be processed at high-speed by the Apertium lt-proc program.

A typical fixed translation dictionary contains:

- list of persons, places and entities that do not have to be translated (Bush, Colorado, France Telecom)
- regular expressions for punctuation marks (exclamation marks, quotes, brackets, etc.)
- regular expressions for numerical entities (dates, amounts of money, decimals, percentages, etc.)
- special characters (currency symbols, ampersands, hash marks, etc.)
- regular expressions for URLs
- regular expressions for e-mail addresses

An entry in the dictionary looks like in the example in figure 3.

An example of fixed translation and the way it is marked in the source language text is provided in figure 4. In this case, Air Berlin was marked both as a MWU during the tokenization process according to Apertium morphological analysis and as a fixed translation according to the fixed translation dictionary described in this section. Depending on the training corpora, if Air Berlin were not a fixed translation, Moses could try to translate Air into the target language.

3 Experiment and results

In order to evaluate the performance of the new tokenizing method compared to the default tokenizer in Moses, the following experiment has been performed:

- **Baseline**: four baseline systems for English–Spanish, Spanish–English, French–Spanish, Spanish–French have been trained using the WMT11 baseline system data (Europarl only), instructions and parameters.

---

---

1http://www.statmt.org/wmt11/
Figure 4: Air Berlin is marked using Moses XML Markup feature according to Apertium morphological analysis and fixed translations dictionary.

- **Combined**: systems for the same four language pairs have been trained following the same procedure but with by tokenizing the same training data using the method described in this paper.

The experiment have been carried out using WMT11 baseline system data, instructions and parameters to train baseline models, and then replacing the data by the same data tokenized in the way exposed in this paper. The test set corresponds also to WMT11 task, 2500 sentences from NewsCommentary 2010.

Results for BLEU (Papineni et al., 2002), METEOR (Banerjee and Lavie, 2005) and NIST (Doddington, 2002) scores are presented in tables 2, 3 and 4, respectively. The figures show that, for all four systems, those trained with the new tokenizer method outperform the baseline systems. In all cases, at least 0.02 BLEU points are gained in the combined systems. METEOR shows a better improvement in the French–Spanish system than in the other three, which show improvements between 0.01 and 0.02. NIST scores also show a general improvement for all combined systems.

<table>
<thead>
<tr>
<th>Translator</th>
<th>Baseline</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>fr → es</td>
<td>0.42</td>
<td>0.45</td>
</tr>
<tr>
<td>es → fr</td>
<td>0.40</td>
<td>0.41</td>
</tr>
<tr>
<td>en → es</td>
<td>0.38</td>
<td>0.40</td>
</tr>
<tr>
<td>es → en</td>
<td>0.24</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Table 3: METEOR scores for the experiments

<table>
<thead>
<tr>
<th>Translator</th>
<th>Baseline</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>fr → es</td>
<td>7.22</td>
<td>7.55</td>
</tr>
<tr>
<td>es → fr</td>
<td>6.90</td>
<td>7.21</td>
</tr>
<tr>
<td>en → es</td>
<td>6.49</td>
<td>6.95</td>
</tr>
<tr>
<td>es → en</td>
<td>6.62</td>
<td>7.02</td>
</tr>
</tbody>
</table>

Table 4: NIST scores for the experiments

4 Conclusions and future work

A new linguistic-based tokenization method to preprocess the texts that are used to train a Moses SMT system has been presented in this paper; the method uses the linguistic data freely available in the Apertium project. This way of combining RBMT resources with SMT has shown to improve SMT results consistently as measured with the standard metrics. The availability of data in the Apertium platform and from other sources makes possible to apply this method to a variety of languages. Additionally, this processing does not conflict with other techniques that may be applied to further improve SMT quality.

In the future, we will continue to explore ways of integration between Apertium and Moses at a deeper level, in order to make this first Apertium–Moses combined system more stable and reliable, in order to obtain a significant improvement in the output translation quality.

Some of the improvements could come from using linguistic information to reorder some sequences of parts of speech between languages with large structural differences or from filtering training cor-
poras using dictionary equivalences in order to remove very unfrequent translations.
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Abstract
We present a new discriminative reordering model for statistical machine translation. The model employs a standard data-driven dependency parser to predict reorderings based on syntactic information. This is made possible through the introduction of a reordering structure, which is a word alignment structure where the target word order is transposed onto the source sentence as a path. The approach is integrated in a phrase-based system. Experiments show a large increase in long distance reorderings. Both automatic and human evaluations show substantial increases in translation quality on an English to German task.

1 Introduction
Handling word order differences between languages is one of the main challenges of statistical machine translation (SMT) today. These differences are often most naturally handled at a syntactic level, since they pertain to entire syntactic constituents.

We present a syntactically motivated discriminative reordering model. The model exploits a reordering structure, which is a word alignment where the target sentence is unknown. This structure allows us to treat the reordering problem as a dependency parsing problem. We use a standard data-driven dependency parser to predict reorderings instead of dependencies. This is integrated into a phrase-based SMT (PSMT) framework (Koehn et al., 2003).

2 Reordering Structure
Word alignments are often used to display the relation between a translation and its source by linking up equivalent words. Here we transpose the word alignment information to a representation over a single sentence. This can be done by representing the corresponding order of the words of the opposite sentences as a path over the words of the current sentence. In this work we will focus on transposing the word alignment onto the source sentence by annotating it with the order in which the aligned target words occur. This is done in the form of a reordering structure, which is a word alignment, where the target sentence is unknown. The idea of a reordering structure is similar to the underlying concept of source position target order (Elming, 2008) or visit sequence (Ge, 2010), but the extraction algorithm and conceptual representation is different.

Figure 1 gives a simple example of how a reordering structure is created. The figure contains a source and a target sentence with a word alignment in between and the corresponding reordering structure on the source sentence. The numbers are merely used to explain the correlation between links and edges. They are not part of the structure. The reordering structure is created by following the target words from left to right. The first target word is linked to the first source word, and the graph therefore starts by going to the first word. Then the second target word links to the third source word, so the graph proceeds to this word, and so on. The resulting representation consists of the source sentence annotated with a reordering structure which reflects the word order of the corresponding target sentence.

One requirement for the structure is that all source words partake in an edge. The role of null-linked source words in the structure cannot be uniquely determined from a word alignment. It can either be inserted after the previous word or before the following word in the structure.

We employ a syntactic closeness measure to decide between left and right attachment. The distance from the null-linked word up to the first common
Figure 1: Example of a reordering structure and its underlying word alignment. Numbers are added for explanatory reasons indicating correlation between links and edges. They are not part of the structure.

Figure 2: Syntactic dependency structure illustrating syntactic closeness.

The measure is linguistically motivated. The common ancestor defines the smallest spanning constituent containing both words. The shorter the path up, the smaller the span, and the syntactically closer the words. If we simply measured the total path length, we might get fooled by a long path down. An example is a noun preceded by a preposition and followed by a relative clause. Here, the noun itself is the common ancestor with the relative pronoun, i.e., it has a 0 distance up, but the down distance may be long. The total path would not classify the noun closest to the relative clause, since the distance to the preceding preposition is 1 up and 0 down.

The advantage of the reordering structure representation is that it is a word alignment representation without explicit reference to the target sentence. Reordering in machine translation can be viewed as a similar challenge, where we want to find the word alignment knowing only the source sentence. The reordering structure provides us with a focus on this problem, since it refers only to the source sentence and therefore may be predicted from this.

The relation between the reordering structure and the word alignment is not reversible. Whereas all reordering structures correspond to a unique word alignment, the reverse is not the case. Certain word alignments are not representable by a reordering structure. In particular, structures where a source word is linked to target words that are separated by target words linking to a different source word cannot be represented without introducing recursion into the structure as exemplified by figure 3. As a consequence, the structure becomes ambiguous, since a single word would have more out-going edges that could be traversed in different orders.

Crego & Yvon (2009) face similar challenges.

Algorithm 1: Algorithm for creating reordering structure from word aligned sentence positions.
when monotonizing the parallel sentences. They handle the problem by making a source word clone for each discontinuous unit it is linked to. We do not adopt this approach here, since these structures are not a major concern with PSMT. PSMT has two means for handling word order differences between languages; phrase-internal reordering, where the equivalent words of a phrase pair appear in different orders, and phrase-external reordering, where the phrases are combined in a different order than they appeared in the source sentence. Only phrase-internal reordering can lead to this problematic word alignment in application, since a single source word token cannot participate in more phrases in the same translation. Since phrase-internal reordering is very reliable, the main purpose of the reordering model is to guide the phrase-external reordering, which will not produce these link constellations.

3 Reordering Structure Modelling

In this work, we will pursue the idea that the reordering structure is conceptually similar to an unlabeled syntactic dependency structure. We therefore use the MSTParser (McDonald et al., 2005), a state-of-the-art data-driven dependency parser, to model the reordering structure.

The basic idea is that the parser predicts the most favorable word alignment to the target sentence based on the source sentence. These predictions are made before translation and passed to the decoder. The level of information included in the reordering structure model therefore only depends on what features we are able to design for the parser, and is fully independent of the PSMT system.

The default output of the parser is the most probable reordering structure given its model. This is too restrictive for our purpose. The model would often not be relevant, if it expected a single word order during translation. Especially for longer sentences it would be unlikely to get this exact word order.

One of the characteristics of first-order MST parsing is that the score of each edge is independent of the rest of the structure. The parser therefore calculates a matrix of scores for each possible edge in the sentence before searching for the most probable combined structure. We exploit this behavior by emitting the matrix of edge scores instead of the best structure. This way, we can provide the decoder with scores for each possible reordering it can produce.

Table 1 gives an example of such an edge score matrix with the scores that the parser provided for the English sentence in figure 1. As an example, an edge from word 2 to word 4 has a cost of 1.48. Higher scores are better. Position 0 is the root position, which can only have out-going edges. The bold scores mark the most probable structure, which is the structure represented in figure 1.

4 Integration in PSMT

As described in the previous section, the decoder receives an edge score matrix in addition to the source sentence. This extra information is only used by a word alignment scoring model. This model returns a score each time a phrase is added to a translation.
Table 2: BLEU evaluation for the systems on different data sets.

<table>
<thead>
<tr>
<th>System</th>
<th>Lexical reordering</th>
<th>Tune newstest2008</th>
<th>Development newstest2009</th>
<th>Test newstest2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>-</td>
<td>13.69</td>
<td>13.20</td>
<td>14.18</td>
</tr>
<tr>
<td></td>
<td>+</td>
<td>13.98</td>
<td>13.74</td>
<td>14.80</td>
</tr>
<tr>
<td>Reordering Structure</td>
<td>-</td>
<td>14.04</td>
<td>13.76</td>
<td>14.69</td>
</tr>
<tr>
<td></td>
<td>+</td>
<td>14.48</td>
<td>14.11</td>
<td>14.93</td>
</tr>
<tr>
<td>Oracle Reordering Structure</td>
<td>-</td>
<td>16.99</td>
<td>16.34</td>
<td>17.66</td>
</tr>
<tr>
<td></td>
<td>+</td>
<td>17.17</td>
<td>16.67</td>
<td>18.06</td>
</tr>
</tbody>
</table>

hypothesis. Since the model returns a single score, it only introduces one additional parameter to system optimization. The score is calculated as the sum of scores for alignment links of adjacent target word positions within the phrase:

\[ s_{wa} = \sum_{i=1}^{n} s(a_{i-1}, a_i) \]  

where \( i \) is the target word position in a sentence of length \( n \), \( a_i \) is the source word position it links to, and \( s(a_{i-1}, a_i) \) is the score for target word positions \( i - 1 \) and \( i \) being aligned to source word positions \( a_{i-1} \) and \( a_i \) respectively. That is, the score of an edge going from \( a_{i-1} \) to \( a_i \).

The scoring process is exemplified in figure 4. The left box illustrates the end of a translation hypothesis, and the right box illustrates the new phrase being added to this hypothesis. Only the reordering structure being scored at this stage is shown above the translation. Again we indicate the relationship between the word alignment and the edges using indexes. The index 0 shows the final link of the translation hypothesis, which decides where the new phrase links up. That is, the score for adding a new phrase is the sum of the score for connecting to the previous phrase (edge 1) and the scores for the phrase-internal edges (edges 2 and 3). These phrase-internal edges can be computed at phrase retrieval to save computation.

5 Experiments

Experiments were conducted from English to German, a language pair which exhibits substantial word order challenges.

5.1 Data

We use the English-German data from the Workshop on Statistical Machine Translation 2011 (WMT11)\(^1\). This consists of 3.4/3.3 million words of parallel news data, 46.0/43.7 million words of parallel Europarl data, and 309 million monolingual words of europarl and news. We only use unique sentences from the monolingual data. We use newstest2008 for tuning, newstest2009 for development, and newstest2010 for testing.

5.2 Reordering Structure Model Setup

The reordering structure model is created with the MSTParser\(^2\), a dependency parser based on online discriminative learning. Since the reordering structure will contain many crossing edges, it is necessary to use non-projective parsing. There are no algorithmic modification to the parser. The only modification we make is that we make it emit the edge score matrix for each sentence that it parses. We only train the model on 25,000 sentences from the parallel news data to keep down computational costs. The English side of this subcorpus is dependency parsed using an MSTParser trained on the

---

\(^1\) [http://www.statmt.org/wmt11/translation-task.html](http://www.statmt.org/wmt11/translation-task.html)

\(^2\) [http://sourceforge.net/projects/mstparser/](http://sourceforge.net/projects/mstparser/)
Penn Treebank converted to dependency structures, and grow-diag-final-and word alignments from creating the PSMT system are used to extract reordering structures in CoNLL format. The dependency parse is used to connect null-linked source words as described in section 2, and it provides word form, part-of-speech tag, and dependency relation features for the reordering structure parser. We did not do extensive feature selection for the reordering structure model, but excluding either of the three information levels decreased performance on a translation task.

5.3 PSMT Setup

All our PSMT systems are created with the Moses toolkit (Koehn et al., 2007). We use the baseline system from WMT11 as our baseline with the small modifications that we use truecasing instead of lowercasing and recasing, and allow training sentences of up to 80 words. For our reordering experiments, we expand the baseline Moses system with the word alignment scoring model described in section 4. This is the only change to the baseline system. The baseline system got the best results with a distortion limit of 10, which we used for all experiments. The phrase table and the lexical reordering model is trained on the union of all parallel data with a max phrase length of 7, and the 5-gram language model is trained on the entire monolingual data set.

6 Results

6.1 Automatic Evaluation

Table 2 shows the results from automatic evaluation using the BLEU metric (Papineni et al., 2002). We report on the performance of the baseline and the reordering structure system with and without the lexical reordering model switched on. We use bootstrapping to test the significance of the results (Zhang et al., 2004). For all the data sets, the reordering structure system significantly outperforms the corresponding baseline system.

An interesting observation is that adding either the lexical reordering model or the reordering structure model to the baseline brings an improvement, and adding both improves performance even further.

<table>
<thead>
<tr>
<th></th>
<th>All edges</th>
<th>Non-monotone edges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tune</td>
<td>69.47</td>
<td>11.81</td>
</tr>
<tr>
<td>Development</td>
<td>69.03</td>
<td>11.88</td>
</tr>
<tr>
<td>Test</td>
<td>71.32</td>
<td>14.51</td>
</tr>
</tbody>
</table>

Table 3: Unlabeled attachment scores for the reordering structure model on the data sets.

This indicates that the two models target different areas of reordering, and therefore they do not even each other out. Instead we see a cumulative effect where performance is increased even further.

The final system represented in table 2 called Oracle Reordering Structure gives an indication of the performance that is attainable if the predictions of the reordering structure model are improved. Here the gold standard reordering structure was added as a feature, so the parser obtained a 100% unlabeled attachment score on the data sets. The idea of this system is to see how much there is to gain if we have a perfect reordering structure model. However, the gold standard builds on erroneous automatic word alignments, which means that the “correct” structure may mislead the translation. Also this is the oracle best structure, not the oracle best edge score matrix, which is what is actually used by the system.

Table 3 shows the unlabeled attachment scores for the basic reordering structure model on the data sets. The scores are computed based on the most probable parse for each sentence, and they are reported for all edges and for non-monotone edges, i.e. edges going anywhere else than to the right neighboring word. These non-monotone edges are the most interesting edges, since they represent the reordering, and the prediction of these is very poor. We therefore expect that a fair part of the gain indicated by the Oracle Reordering Structure system is attainable through improvement of the reordering structure model.

6.2 Human Evaluation

In addition to the automatic evaluation, we also perform a small human evaluation using sentence translation ranking (Callison-Burch et al., 2010). We have two native German speakers rank the translations from the baseline system and the reordering structure system relative to each other. We evaluate on the first 100 sentences of the test corpus (new-
Table 4: Human evaluation comparing the baseline and the reordering structure (RS) system on the first 100 sentences of the test set.

<table>
<thead>
<tr>
<th></th>
<th>Equally good</th>
<th>Baseline best</th>
<th>RS best</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluator 1</td>
<td>50</td>
<td>17</td>
<td>33</td>
</tr>
<tr>
<td>Evaluator 2</td>
<td>34</td>
<td>20</td>
<td>46</td>
</tr>
<tr>
<td>Average</td>
<td>42.0</td>
<td>18.5</td>
<td>39.5</td>
</tr>
</tbody>
</table>

In this subset, the baseline system gets a BLEU score of 10.55, and the reordering structure system gets 10.70.

The evaluators are presented with the source sentence and the two translations in randomized order. They are told to rank the systems from best to worst. Ties are allowed. The evaluators agreed on their judgements in 67 of the 100 sentences. Compared to an expected chance agreement of 1/3, the kappa coefficient is 0.505, which is much in line with findings from WMT10 (Callison-Burch et al., 2010).

Table 4 shows the results from the human evaluations. The translations from the reordering structure system were chosen as better than the baseline system more than twice as often as the reverse. This indicates that the reorderings introduced by the RS system may improve translation quality more than what the BLEU scores reflect. It has previously been reported that BLEU can be insensitive to word order improvements (Callison-Burch et al., 2007).

7 Analysis

An interesting aspect of the effect of the reordering structure model is the amount of word order differences it leads to. This information can be extracted from the word alignment information produced during a translation. Figure 5 shows the amount of reordering created by the baseline and reordering structure model systems on the development data. The figure shows that the reordering structure system introduces a lot more long distance reordering to the translation than the baseline systems. With lexical reordering on, it produces more than twice as many reorderings with a distance of 4 words, and more than 4 times as many reorderings with a distance of 8 words.

Here we also see a cumulative effect of combining the reordering structure model with the lexical reordering model. Together with the baseline system, the lexical reordering model does not introduce much long distance reordering, but combined with the reordering structure model the amount of long distance reordering gets boosted, also compared to the reordering structure model by itself.

8 Related Work

In recent years, the integration of syntactic knowledge into statistical machine translation has received much attention. The main motivation for this has been the need for better reordering of the words during translation. In a framework like synchronous context-free grammars (SCFGs) syntax is incorporated either on the source side (Liu et al., 2006), the target side (Galley et al., 2004), or both sides (Liu et al., 2009), and reordering is handled through the rules that constitute the building blocks for the translation. Such approaches have proven successful especially for language pairs which exhibit much non-local reordering (Zollmann et al., 2008; Birch et al., 2009). The hard constraints within the formalisms of these frameworks may however be too restrictive to handle frequently occurring aspects of parallel languages (Wellington et al., 2006; Søgaard and Kuhn, 2009; Galley and Manning, 2010).

In order to avoid such hard constraints introduced by the formalism, we place reordering information in the model to motivate certain word orders rather than prohibit others. That is, we create a reorder-
ing model that scores translation in parallel to other scoring models. This is much in line with Chiang (2010), who place syntactic correspondence information in the model as a soft constraint, but their approach is heavily tied to the SCFG framework, whereas our approach is framework independent.

A lot of work has been done on reordering in PSMT. The original approach deterred reordering by applying a distortion penalty for each word that is moved across (Koehn et al., 2003). Another approach is lexicalized reordering, which conditions the probability of moving a phrase in a certain direction on the lexical content of the phrase (Tillmann, 2004; Koehn et al., 2005). A third approach is pre-translation reordering, which reorders the source words in an attempt to assimilate the word order of the target language prior to translation. This can be done by supplying the decoder with a single permutation (Xia and McCord, 2004; Collins et al., 2005; Habash, 2007; Xu et al., 2009) or multiple weighted permutations (Zhang et al., 2007; Li et al., 2007; Elming, 2008; Ge, 2010). The present approach relates to the pre-translation reordering approaches in that it tries to predict the target word order from source sentence syntax. However, in these previous approaches, the source words are reordered prior to translation. This is not done in the current approach — instead, we use a decoder-internal model for scoring all generated reorderings.

The approach utilizes syntactic dependency relations to predict reorderings. This has previously been suggested to provide a better basis for reordering in machine translation due to higher inter-lingual phrasal cohesion than phrase structure (Fox, 2002). Much previous work has included dependency structure information in an SMT system. Quirk et al. (2005) use a source side dependency structure in their treelet SMT system, which translates from subtrees to strings. Galley & Manning (2009) use a dependency parser in a phrase-based setup for assigning a dependency structure to the target side during translation. This allows for the integration of a dependency language model directly into the system. Gimpel & Smith (2009; 2011) treat translation as a monolingual dependency parsing problem, creating a dependency structure over the translation during decoding. No syntactic structure is created during decoding in our approach. Instead the dependency parser is used for the sole purpose of scoring the word order of the target sentence.

9 Conclusion and Future Work

We have introduced a new syntactically motivated discriminative reordering model. The model employs a standard data-driven dependency parser to predict reorderings. This is made possible by introducing a reordering structure. Within the framework of PSMT, we obtain substantial increases in translation quality both measured automatically and by human evaluators on an English to German task.

In the present work, we did very little feature selection and only provided word form, part-of-speech, and dependency relation information for the parser. In the future, we will experiment with additional features to improve the reordering structure model. In particular, we expect that more syntactic features will be beneficial. Also approaches such as second-order and stacked parsing may be helpful, since first-order parsing may be too weak to handle the complexities of the reordering structure. We also want to look closer at the features exploited by the standard MTSParser. These features are optimized to learn dependency structures, and they may not be optimal for learning the reordering structure.

One concern with the approach is that the model is trained against a gold standard which was extracted from automatic word alignment. This means that there will be a lot of noise in the training material. Also when training against the gold standard, all edges are considered equally important, but this may in fact not be the case for translation. Certain reorderings should always apply, while other may be stylistic and optional. A better way of training the model might be to train it as part of optimizing the PSMT system. This way, the system would be optimizing directly towards improving the word order of the translation. Due to the discriminative model’s large number of weights, using a discriminative algorithm to optimize the system (Watanabe et al., 2007; Chiang et al., 2008) would be an interesting option. This could either be done by learning from only the data set used for tuning the PSMT system, or by taking the model trained in the present work as a point of departure and revising the weights in the context of optimizing a PSMT system. We expect to pursue this direction in future work.
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Abstract

Machine translation (MT) plays an important role in multilingual communication. Dealing with natural language and a diversity of language-pairs, it is not always possible to have sufficient (linguistic) resources for a specific MT approach and a diversity of domains. In this paper we compare a statistical MT system with an example-based one and a hybrid system. For a better overview we include in our comparison also an on-line MT system. We considered for our experiments a small-sized domain-restricted corpus for Romanian and English, in both directions of translation. We also tested which impact part-of-speech information has on the translation results.

1 Introduction

Machine translation (MT) plays an important role in multilingual communication (especially in the World Wide Web environment) and is already an integrated part of current natural language processing (NLP) applications, such as content management systems (CMSs).1

Dealing with natural language and a diversity of language-pairs, it is not always possible to have enough (linguistic) resources for a specific MT approach and a large variety of domains. Therefore, we set out focus in this paper on corpus-based MT (CBMT) approaches using a small-size corpus for training. We use for our experiments English-Romanian as language-pair, in both directions of translation.

We present several comparisons between CBMT approaches, in different experimental settings:

- Comparing statistical MT (SMT), example-based MT (EBMT) and hybrid MT (EBMT-SMT), when no additional linguistic information is added to the corpus. The question which appears is if hybrid systems can overtake the pure CBMT approaches.
- Comparing SMT and EBMT, when part-of-speech (POS) information is added to the data. Usually it is thought that additional linguistic information helps the translation process. The questions we set is what the influence is when small-sized data are involved and which the difference is between the two main CBMT approaches (SMT and EBMT).

For a better overview we compare our results with the ones of an on-line MT system.

Experiments with smaller data (approx. 2.6K sentences) have been presented in the literature in (Popovic and Ney, 2006) for Serbian-English. Comparisons between SMT and hybrid or EBMT approaches are presented in the literature, but usually larger data is used. The marker-based EBMT system described in (Way and Gough, 2005) outperformed the SMT system presented in the same paper. In (Smith and Clark, 2009) the hybrid EBMT-SMT system is outperformed by a Moses-based SMT system. SMT and EBMT approaches for Romanian
an English are shown in (Ignat, 2009) and (Irimia, 2009), respectively.

The paper is organized as follows: after the short introduction we will present the MT systems employed. In Section 3 we describe the data used in the experiments and we give a brief description of Romanian. Section 4 shows the automatic evaluation results and their interpretation. The paper ends with conclusions and further work.

2 The MT Systems

In this section we present the CBMT systems used: a Moses-based SMT system (Mb\_SMT), a pure EBMT system (Lin – EBMT\textsuperscript{REC+}) and a hybrid (EBMT-SMT) MT system (OpenMaTrEx). For comparison reasons we also translated our test data-set with an on-line MT system: Google translate.

2.1 The SMT System: Mb\_SMT (A)

The pure SMT system (Mb\_SMT) follows the description of the baseline architecture given for the EMNLP 2011 6th Workshop on SMT\textsuperscript{2}. Mb\_SMT uses Moses\textsuperscript{3}, an SMT system that allows the user to automatically train translation models for the language pair needed, considering that the user has the necessary parallel aligned corpus. More details about Moses can be found in (Koehn et al., 2007).

We used in our experiments SRILM (Stolcke, 2002) for building the language model (LM) and GIZA++ (Och and Ney, 2003) for obtaining the word alignment information. We made two changes to the specifications of the SMT workshop: we left out the tuning step\textsuperscript{4} and we built an LM of order 3, instead of 5\textsuperscript{5}.

2.2 The EBMT Systems: Lin – EBMT\textsuperscript{REC+} (B)

The EBMT system in this paper (Lin – EBMT\textsuperscript{REC+}) has been developed at the University of Hamburg. It combines the linear EBMT approach with the template-based one – see (McTait, 2001) for the definitions of the EBMT approaches and templates. It is based on surface-forms and uses no linguistic resources, with the exception of the parallel aligned corpus. It contains all the three steps of an EBMT system\textsuperscript{6}: matching, alignment and recombination. Before starting the translation, training and test data are pre-processed in the same way as in Mb\_SMT, i.e. tokenization, lowercasing etc. In order to reduce the search space in the matching process, we use a word index. The matching procedure is an approach based on surface-forms, focusing in finding recursively the longest common substrings. If during the matching procedure the test sentence is found in the training corpus, its translation represents the output. Otherwise, the alignment and recombination steps are performed. The alignment information is extracted from the GIZA++ output of the Mb\_SMT system. The longest TL aligned subsequences are used further in the recombination step, which is based on 2-gram information and word-order constraints. In Lin – EBMT\textsuperscript{REC+} ideas from the template-based EBMT approach are incorporated in the recombination step, by extracting and imposing several types of word-order constraints. More information about the system, templates and how combinations of constraints influence the results is presented in (Gavrila, 2011).

2.3 The Hybrid System: OpenMaTrEx (C)

The hybrid EBMT-SMT system we used is OpenMaTrEx: a free open-source EBMT system based on the marker hypothesis. This hypothesis (Green, 1979) is a universal psycholinguistic constraint which states that natural languages are ‘marked’ for complex syntactic structure at surface form by a closed set of specific lexemes and morphemes.

OpenMaTrEx consists of a marker-driven chunker, several chunk aligners, and two engines: one is based on the simple proof-of-concept monotone recombinator (called Marclator\textsuperscript{7}) and the other uses a Moses-based decoder (called MaTrEx\textsuperscript{8}).

From the two modes (Marclator and MaTrEx)

\textsuperscript{2}www.statmt.org/wmt11/baseline.html.
\textsuperscript{3}www.statmt.org/moses/.
\textsuperscript{4}Leaving out the tuning step is motivated by the size of the data in this paper and the results we obtained in experiments which are not the topic of this paper, when comparing SMT with and without tuning. Not all tests with tuning showed an improvement.
\textsuperscript{5}The change has been motivated by results presented in (Rousu, 2008)
\textsuperscript{6}The steps of an EBMT system are firstly described in (Nagao, 1984).
\textsuperscript{7}www.openmatrex.org/marclator/.
\textsuperscript{8}www.sf.net/projects/mosesdecoder/.
in which OpenMaTrEx can be run, we chose for this paper the hybrid MT architecture, the MaTrEx mode. In this mode the system wraps around the Moses statistical decoder, using a hybrid translation table containing marker-based chunks as well as statistically extracted phrase pairs. For our experiments we followed the training and translation steps as described in (Dandapat et al., 2010).

The markers for English have been already contained in OpenMaTrEx. They were derived from the Apertium English-Catalan dictionaries\(^9\). The markers for Romanian were created from scratch during the experiments presented in this paper. Morphosyntactic specifications from MULTEXT-East\(^{10}\) and Wikipedia\(^{11}\) were used to derive the markers. There are currently 366 Romanian and 307 English markers. More about the Romanian markers can be found in (Gavrila and Elita, 2011).

2.4 The On-line System: Google Translate (D)

For comparison reasons we included an on-line MT System – Google Translate (translate.google.com) – in our experiments. The system is a free statistically-based machine translation service, provided by Google Inc. It translates a section of text, document or webpage, from one source language (SL) into the target language (TL). While Google Translate is nominated as an SMT system on Wikipedia.org, on the Google support webpage\(^{12}\) it is only stated that it uses the “state-of-the-art technology”, without reference to any specific MT approach.

3 The Corpus

For our experiments we used a domain restricted, small-sized corpus: RoGER. It is a parallel corpus, aligned at sentence level. It is domain-restricted, as the texts are from a users’ manual of an electronic device.

The languages included in the development of this corpus are Romanian (ro), English (en), German and Russian. The corpus has been manually compiled and verified. It is not annotated and diacritics are ignored. The initial text was preprocessed by replacing numbers, websites and images with “meta-notions” as follows: numbers by NUM, pictures by PICT and websites by WWWSITE. In order to simplify the translation process, some abbreviations were expanded.

The corpus contains 2333 sentences for each language. The average sentence length is eleven tokens for English, Romanian and German and nine for Russian. More statistical data about the corpus is presented in Table 1. Punctuation signs are considered as tokens. More about the RoGER corpus can be found in (Gavrila and Elita, 2006).

From the corpus, 133 sentences have been randomly extracted as the test data, the remaining 2200 sentences being used as training data.

We considered two experimental settings: one when no additional linguistic information is added to the corpus (Experimental setting I) and one when part-of-speech (POS) information is incorporated in the corpus (Experimental setting II). While former setting uses all four MT system mentioned in Section 2, the latter employs only Mb_SMT and Lin – REC\(^{REC+}\). This happens as only these two MT systems work with the modified corpus, with no real impact on the algorithms or other resources. However, some POS information is indirectly included in the OpenMaTrEx algorithm in the form of markers.

For the Experimental setting II we annotated the corpus by means of the text processing web services described on the website of the Research Institute for Artificial Intelligence of the Romanian Academy (RACAI)\(^{13}\). The website provides on-line web services for text processing (such as tokenization, sentence splitting, POS Tagging and lemmatization), factored translation and language identification. More information about the web-services can be found in (Tufis et al., 2008). We concatenated the POS information to the word as \texttt{WORD+"POS"+POS} where “POS” is a delimiter. A word with POS information \texttt{(WORD+"POS"+POS)} is considered during the translation as one token for the corpus-based MT ap-

\(^{9}\)www.apertium.org/?id=whatisapertium\&lang=en.

\(^{10}\)nl.ijs.si/ME/V4/msd/html/msd-ro.html.

\(^{11}\)ro.wikipedia.org/wiki/Parte_de_vorbire.

\(^{12}\)translate.google.com/support/?hl=en.

Table 1: The RoGER corpus – Some statistics (*Voc.=vocabulary).

<table>
<thead>
<tr>
<th>Feature</th>
<th>English</th>
<th>Romanian</th>
<th>German</th>
<th>Russian</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. tokens</td>
<td>26096</td>
<td>25850</td>
<td>27142</td>
<td>22383</td>
</tr>
<tr>
<td>Voc.* size</td>
<td>2012</td>
<td>3104</td>
<td>3031</td>
<td>3883</td>
</tr>
<tr>
<td>Voc. (Word-frequency higher than two)</td>
<td>1231</td>
<td>1575</td>
<td>1698</td>
<td>1904</td>
</tr>
</tbody>
</table>

proaches involved. From the information provided by the web services we only used one of the POS tags.\footnote{The C-TAG: The first tag after the lemma provided by the web services.}

Statistical information on the data for Experimental setting I is shown in Table 2. The statistical information about the training and test data which contains POS information is presented in Table 3 (Experimental setting II).

<table>
<thead>
<tr>
<th>Data</th>
<th>No. of words</th>
<th>Voc. size</th>
<th>Average sentence length</th>
</tr>
</thead>
<tbody>
<tr>
<td>SL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>27889</td>
<td>2367</td>
<td>12.68</td>
</tr>
<tr>
<td>Test</td>
<td>1613</td>
<td>522</td>
<td>12.13</td>
</tr>
<tr>
<td>ro-en Training</td>
<td>28946</td>
<td>3349</td>
<td>13.16</td>
</tr>
<tr>
<td>Test</td>
<td>1649</td>
<td>659</td>
<td>12.40</td>
</tr>
</tbody>
</table>

Table 2: RoGER statistics (Experimental setting I).

<table>
<thead>
<tr>
<th>Data</th>
<th>No. of words</th>
<th>Voc. size</th>
<th>Average sentence length</th>
</tr>
</thead>
<tbody>
<tr>
<td>SL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>27816</td>
<td>2815</td>
<td>12.64</td>
</tr>
<tr>
<td>Test</td>
<td>1610</td>
<td>564</td>
<td>12.11</td>
</tr>
<tr>
<td>ro-en Training</td>
<td>28954</td>
<td>4133</td>
<td>13.16</td>
</tr>
<tr>
<td>Test</td>
<td>1651</td>
<td>735</td>
<td>12.41</td>
</tr>
</tbody>
</table>

Table 3: RoGER statistics when additional POS information is added (Experimental setting II).

3.1 Language Characteristics: Romanian

As English is the language mostly used in NLP, we will present several characteristics of Romanian in this subsection.

Romanian is a morphologically rich language, having less resources when compared with other European languages. It is an Eastern Romance language, with grammar and basic vocabulary closely related to those of its relatives (e.g. Italian, Spanish, French). It has been influenced by several other languages, such as the Slavic languages, Hungarian and Turkish. This influence is encountered especially at lexical level.

Among the language-specific characteristics induced by its Latin origin are the following: a 3-gender system, double negation and pronoun-elliptic sentences. Also, as in all Romance languages, Romanian verbs are highly inflected (according to person, number, tense, etc.) Another Latin element that has survived in Romanian while having disappeared from other Romance languages is the morphological case differentiation in nouns, albeit reduced from the original seven to only three forms (nominative/accusative, genitive/dative and vocative).

It is the only Romance language where definite articles are attached to the end of the noun or the adjective as enclitics, depending on the position of the adjective before or after the noun. This phenomenon is encountered in some Slavic languages (Bulgarian, Macedonian), in Scandinavian languages and in Albanian.

4 Experimental Results

We evaluated our translations using two automatic evaluation metrics based on n-grams: BLEU and NIST. Due to lack of data and further translation possibilities, the comparison with only one reference translation is considered in these experiments.

Although criticized, BLEU (bilingual evaluation understudy) is the score mostly used in the last years for MT evaluation. It measures the number of n-grams, of different lengths, of the system output that appear in a set of reference translations. More de-
tails about BLEU can be found in (Papineni et al., 2002).

The NIST Score, described in (Doddington, 2002), is similar to the BLEU score in that it also uses n-gram co-occurrence precision. If BLEU considers a geometric mean of the n-gram precision, NIST calculates the arithmetic mean. Another difference is that n-gram precisions are weighted by the n-gram frequencies.

The evaluation scores for all four MT systems (Experimental setting I) are shown in Table 4. In this table several explanations are needed: A is Mb_SMT, B Lin - EBMTREC+, C OpenMaTrEx and D Google translate.

<table>
<thead>
<tr>
<th>Score</th>
<th>A</th>
<th>D</th>
<th>C</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLEU</td>
<td>0.4386</td>
<td>0.4782</td>
<td>0.3934</td>
<td>0.3085</td>
</tr>
<tr>
<td>NIST</td>
<td>6.5599</td>
<td>6.9334</td>
<td>5.9725</td>
<td>5.5322</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BLEU</td>
<td>0.4765</td>
<td>0.5241</td>
<td>0.4428</td>
<td>0.3668</td>
</tr>
<tr>
<td>NIST</td>
<td>6.8022</td>
<td>7.4478</td>
<td>6.4124</td>
<td>6.2991</td>
</tr>
</tbody>
</table>

Table 4: Evaluation results for RoGER (no POS Information).

It can be seen that for all cases the pure SMT system is better than the hybrid system. The EBMT system is the last. The on-line MT system overtakes all MT systems we trained.

Table 5 shows how POS information influences the translation results of Mb_SMT (System A) and Lin - EBMTREC+ (System B)

<table>
<thead>
<tr>
<th>Score</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>en-ro</td>
<td>ro-en</td>
</tr>
<tr>
<td>BLEU</td>
<td>0.3879</td>
<td>0.2916</td>
</tr>
<tr>
<td>NIST</td>
<td>5.8047</td>
<td>5.0893</td>
</tr>
<tr>
<td></td>
<td>0.4618</td>
<td>0.3559</td>
</tr>
<tr>
<td></td>
<td>6.3533</td>
<td>6.0039</td>
</tr>
</tbody>
</table>

Table 5: Evaluation results for RoGER (additional POS information).

A comparison between the results of the two settings (with and without additional POS in the corpus) is shown in Figure 1.

For this specific data the results which contain POS information are lower than the ones without additional information. There are two reasons for these results: either POS information is affecting negatively the translations or the automatic scores cannot capture the improvement. Therefore, we should manually analyze part of the results. The negative impact can be due to incorrect results of the web-services (incorrect POS attached) or increase of data sparseness, which has a direct impact on the statistical approaches and the word alignment.

For a better overview on the results we compared the tokens\(^\text{15}\) of the translations with those in the references. The results are shown in Table 6 in which “Common tokens” (CT) are tokens which the reference and the translation have in common and “Ordered common tokens” (O.CT) are common tokens between the translation and its reference, which have the same order in both sentences.

For example, the following two sentences:

*I decided to go home by bus.*

*We go to the theater by car.*

have three “common tokens” (to, go, by) and two “ordered common tokens” (go, by).

The percentage values in Table 6 are calculated from the total number of tokens in the reference translation. The results for Mb_SMT are closer to the reference translation. Moreover, the use of POS information influences negatively the values.

We manually analyzed the results of Mb_SMT

\(^{15}\)In this context token means word, number or punctuation sign.
Table 6: Comparison between the translations and their references (Ref.=reference, Desc.=description).

<table>
<thead>
<tr>
<th>Description</th>
<th>Ref.</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>en-ro</td>
<td>495</td>
<td>490</td>
<td>466</td>
</tr>
<tr>
<td>CT</td>
<td>-</td>
<td>352 (71.11%)</td>
<td>302 (61.01%)</td>
</tr>
<tr>
<td>O. CT</td>
<td>-</td>
<td>343 (69.29%)</td>
<td>244 (49.29%)</td>
</tr>
<tr>
<td>en-ro and POS</td>
<td>490</td>
<td>472</td>
<td>480</td>
</tr>
<tr>
<td>CT</td>
<td>-</td>
<td>273 (55.71%)</td>
<td>257 (52.45%)</td>
</tr>
<tr>
<td>O. CT</td>
<td>-</td>
<td>267 (54.49%)</td>
<td>211 (43.06%)</td>
</tr>
</tbody>
</table>

Table 7: System analysis: adequacy and fluency (average values).

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>en-ro Adequacy</td>
<td>4.22</td>
<td>3.64</td>
</tr>
<tr>
<td>en-ro Fluency</td>
<td>4.08</td>
<td>3.44</td>
</tr>
<tr>
<td>en-ro and POS Adequacy</td>
<td>4.1</td>
<td>3.66</td>
</tr>
<tr>
<td>en-ro and POS Fluency</td>
<td>3.74</td>
<td>3.3</td>
</tr>
</tbody>
</table>

Table 8: Analysis of the test data sets (Experimental settings I and II) (*voc.=vocabulary).

<table>
<thead>
<tr>
<th>Corpus</th>
<th>No. of OOV-Words (% from voc.* size)</th>
<th>Sentences in the corpus</th>
</tr>
</thead>
<tbody>
<tr>
<td>en-ro</td>
<td>Test 60 (11.49%)</td>
<td>37 (27.81%)</td>
</tr>
<tr>
<td>Test (POS)</td>
<td>74 (13.12%)</td>
<td>37 (27.81%)</td>
</tr>
<tr>
<td>ro-en</td>
<td>Test 84 (12.75%)</td>
<td>34 (25.56%)</td>
</tr>
<tr>
<td>Test POS</td>
<td>116 (15.78%)</td>
<td>34 (25.56%)</td>
</tr>
</tbody>
</table>

These results confirm the automatic evaluation scores and previous analyses.

The test scenario was kept as realistic as possible. Therefore, we have not excluded test sentences already in the training corpus: common users do not analyze the texts before translating them. Next to tests sentences included in the training data, also out-of-vocabulary (OOV) words have a direct impact on the translation results. An overview of these two aspects in our data is shown in Table 8.

As expected, the number of OOV-words increases when POS information is included in the data. Also the number increases when Romanian is the source language. This happens due to the characteristics of the language.

5 Conclusions and Further Work

In this paper we presented several CBMT experiments with different approaches using a small-sized domain-restricted corpus.

Analyzing the results it can be concluded that not always additional linguistic information improves the MT results. Also combining different approaches does not always lead to better results. The training and test data themselves, the impact of additional information (such as increase of data sparseness) directly influence the translations. For under-resourced language-pairs or lower-resourced domains it can be enough just the use of a pure SMT system.

For a better understanding of the results further (manual) analysis is required. Moreover, we need to run more tests with different language-pairs and corpora. Some further results in this direction can be found in (Gavrila and Elita, 2011).
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Abstract

The process of developing hybrid MT systems is guided by the evaluation method used to compare different combinations of basic sub-systems. This work presents a deep evaluation experiment of a hybrid architecture that tries to get the best of both worlds, rule-based and statistical. In a first evaluation human assessments were used to compare just the single statistical system and the hybrid one, the rule-based system was not compared by hand because the results of automatic evaluation showed a clear disadvantage. But a second and wider evaluation experiment surprisingly showed that according to human evaluation the best system was the rule-based, the one that achieved the worst results using automatic evaluation. An examination of sentences with controversial results suggested that linguistic well-formedness in the output should be considered in evaluation. After experimenting with 6 possible metrics we conclude that a simple arithmetic mean of BLEU and BLEU calculated on parts of speech of words is clearly a more human conformant metric than lexical metrics alone.

1 Introduction

The process of developing hybrid MT systems is guided by the evaluation method used to compare different combinations of basic subsystems. Direct human evaluation is more accurate but unfortunately it is extremely expensive, so automatic metrics have to be used in prototype developing. However the method should evaluate different systems with the same criteria, and these criteria should be as close as possible to human judgment.

It is well known that rule-based and phrase-based statistical machine translation paradigms (RBMT and SMT, respectively) have complementary strengths and weaknesses. First, RBMT systems tend to produce syntactically better translations and deal with long distance dependencies, agreement and constituent reordering in a better way, since they perform the analysis, transfer and generation steps based on syntactic principles. On the bad side, they usually have problems with lexical selection due to a poor handling of word ambiguity. Also, in cases in which the input sentence has an unexpected syntactic structure, the parser may fail and the quality of the translation decrease dramatically. On the other side, phrase-based SMT models usually do a better job with lexical selection and general fluency, since they model lexical choice with distributional criteria and explicit probabilistic language models. However, phrase-based SMT systems usually generate structurally worse translations, since they model translation more locally and have problems with long distance reordering. They also tend to produce very obvious errors, which are annoying for regular users, e.g., lack of gender and number agreement, bad punctuation, etc. Moreover, SMT systems can experience a severe degradation of performance when applied to corpora different from those used for training (out-of-domain evaluation).

It is also well known that the BLEU metric (Papineni et al., 2002) is actually the most used metric in statistical MT. But several doubts have arisen around BLEU (Melamed et al., 2003; Callison-Burch et al., 2004).
In addition to the fact that it is extremely difficult to interpret what is being expressed in BLEU (Melamed et al., 2003), improving its value neither guarantees an improvement in the translation quality (Callison-Burch et al., 2006) nor offers as much correlation with human judgment as was believed (Koehn and Monz, 2006). Those problems have also been detected when translating to Basque (Mayor, 2007; Labaka, 2010).

In the last few years, several new evaluation metrics have been suggested to consider a higher level of linguistic information (Liu and Gildea, 2005; Popović and Ney, 2007; Chan and Ng, 2008), and different methods of metric combination have been tested. Due to its simplicity, we decided to use the idea presented by Giménez and Márquez (2008), where the different simple metrics are combined by means of the arithmetic mean.

In this work we present some surprising results we have achieved in a deep evaluation of a hybrid architecture. In a first step we used human evaluation to compare just the single statistical system and the hybrid one, we did not compare the rule-based system by hand because the results of automatic evaluation showed a clear disadvantage. But a second and wider evaluation experiment surprisingly showed that according to human evaluation the best system was the rule-based, the one that achieved the worst results using automatic evaluation. We tried to make a diagnosis of this phenomenon, and then based on this we finally found a simple but more human conformant metric that we plan to use in training new versions of our hybrid system.

In the next section of this paper we describe the hybrid system. Section 3 presents the evaluation experiments: the corpora used in them, the first experiment comparing just the single statistical system and the hybrid one, and the second and wider evaluation experiment which compares the all three systems. Then Section 4 describes the process of searching for other automatic metrics being more human conformant. And finally, the last section is devoted to conclusions and future work.

2 The hybrid system, SMatxinT

Statistical Matxin Translator, SMatxinT in short, is a hybrid system controlled by the RBMT translator and enriched with a wide variety of SMT translation options (España-Bonet et al., 2011).

The two individual systems are a rule-based Spanish-Basque system called Matxin (Alegría et al., 2007) and a standard phrase-based statistical MT system based on Moses which works at the morpheme level allowing to deal with the rich morphology of Basque (Labaka, 2010).

The initial analysis of the source sentence is done by Matxin. It produces a dependency parse tree, where the boundaries of each phrase are marked. In order to add hybrid functionality two new modules are introduced to the RBMT architecture (Figure 1): the tree enrichment module, which incorporates SMT additional translations to each phrase of the syntactic tree; and a monotonous decoding module, which is responsible for generating the final translation by selecting among RBMT and SMT partial translation candidates from the enriched tree.

The tree enrichment module introduces two types of translations for the syntactic constituents given by Matxin: 1) the SMT translation(s) of every phrase, and 2) the SMT translation(s) of the entire subtree containing that phrase. For example, the analysis of the test fragment “afirmó el consejero de interior” (said the Secretary of interior) gives two phrases: the head “afirmó” (said) and its children “el consejero de interior” (the Secretary of interior). The full rule-based translation is “Barne Sailburua baieztatu zuen” and the full SMT translation is “esan zuen herrizaingo sailburuak”. SMatxinT considers these two phrases for the translation of the full sentence, but also the SMT translations of their constituents (“esan zuen” and “herrizaingo sailburuak”). However, short phrases may have a wrong SMT translation because of a lack of context. To overcome this problem SMatxinT also uses the translation of a phrase extracted from a longer SMT translation (“herrizaingo sailburuak” in the previous example). So, in order to translate “afirmó el consejero de interior” the system has produced 5 distinct phrases, a number that can be increased by considering a n-best list of SMT outputs.

After tree enrichment, the transfer and generation steps of the RBMT system are carried out in a usual way, and a final monotonous decoder chooses among the options. A key aspect for the performance of the system is the election of the features
for this decoding. The results we present here are obtained with a set of eleven features. Three of them are the usual SMT features (language model, word penalty and phrase penalty). We also include four features to show the origin of the phrase and the consensus among systems (a counter indicating how many different systems generated the phrase, two binary features indicating whether the phrase comes from the SMT/RBMT system or not, and the number of source words covered by the phrase generated by both individual systems simultaneously). Finally, we use the lexical probabilities in both directions in two forms: a similar approach to IBM-1 probabilities modified to take unknown alignments into account and a lexical probability inferred from the RBMT dictionary. We refer the reader to España-Bonet et al. (2011) for further details.

3 Experiments

In our experiments we evaluate both individual systems and the final hybrid: SMT, Matxin and SMatxinT. The language pair of application is dictated by the rule-based system and, in this case, Matxin works with the Spanish-to-Basque translation. Basque and Spanish are two languages with very different morphologies and syntaxes.

3.1 Bilingual and monolingual corpora

The corpus built to train the SMT system consists of four subsets: (1) six reference books translated manually by the translation service of the University of the Basque Country (EHUBooks); (2) a collection of 1,036 articles published in Spanish and Basque by the Consumer Eroski magazine\(^1\) (Consumer); (3) translation memories mostly using administrative language developed by Elhuyar\(^2\) (ElhuyarTM); and (4) a translation memory including short descriptions of TV programmes (EuskalteTB). Table 1 shows some statistics on the corpora, giving some figures about the number of sentences and tokens.

The training corpus is then basically made up of administrative documents and descriptions of TV programs. For development and testing we extracted some administrative data for the \textit{in-domain} evaluation and selected one collection of news for the \textit{out-of-domain} study, totaling three sets: \textit{Elhuyardevel} and \textit{Elhuyaralex}: 1,500 segments each, extracted from the administrative documents.

\(^1\)http://revista.consumer.es

\(^2\)http://www.elhuyar.org/

Table 1: Statistics on the bilingual collection of parallel corpora.

<table>
<thead>
<tr>
<th>Corpora</th>
<th>Sentences</th>
<th>Tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>EHUBooks</td>
<td>39,583</td>
<td>1,036,605</td>
</tr>
<tr>
<td>Consumer</td>
<td>61,104</td>
<td>1,347,831</td>
</tr>
<tr>
<td>ElhuyarTM</td>
<td>186,003</td>
<td>3,160,494</td>
</tr>
<tr>
<td>EuskalteTB</td>
<td>222,070</td>
<td>3,078,079</td>
</tr>
<tr>
<td>Total</td>
<td>491,853</td>
<td>7,966,419</td>
</tr>
</tbody>
</table>

Figure 1: General architecture of SMatxinT. The RBMT modules which guide the MT process are the grey boxes.
NEWStest: 1,000 sentences collected from Spanish newspapers with two references.

Additionally, we collected a 21 million word monolingual corpus, which together with the Basque side of the parallel bilingual corpora, builds up a 28 million word corpus. This monolingual corpus is also heterogeneous, and includes text from two sources of news: the Basque corpus of Science and Technology (ZT corpus) and articles published by Berria newspaper (Berria corpus).

3.2 First experiment of evaluation

According to the automatic evaluation, carried out in the previous article and extended in Table 4, the rule-based Matxin system is clearly the worst system obtaining the worst scores for both metrics (BLEU and TER) in both test corpora. On the other hand, the evaluation of the hybrid system varies depending on the test set. On the in-domain corpora (Elhuyar test set), the BLEU score achieved by SMatxinT is slightly worse than the scores obtained by the single SMT system, but better according to TER (Snover et al., 2006) evaluation. The distinct behavior between metrics and the small differences do not allow us to define a clear preference between statistical and hybrid systems. On the contrary, on the out-domain corpora (NEWS test set), SMatxinT consistently archives better scores than any other system.

Based on these results, we stated that the low in-domain performance of the Matxin penalizes the hybrid system, preventing it to overcome the single SMT system. But, in the out-domain test set, where the scores of Matxin were not so far from the rest of the systems, our hybridization technique was able to combine the best of both systems obtaining the best translation. In order to verify this assertion, we carried out an human evaluation, where we asked four evaluators to determine the preference between the hybrid and the SMT translations of 100 sentences randomly chosen from the NEWS test set. The figures obtained corroborated that the hybrid system outperforms the single SMT system in the out-domain corpora.

3.3 Deeper evaluation: Human evaluation to compare the three systems

In order to get a more detailed insight of the performance of our systems, we recently extended this manual evaluation to the rest of the systems and test corpora. That way, we selected another 100 sentences from the Elhuyar test set and asked the same four evaluators to assess the preference between the three system pairs (SMT-Matxin, SMT-SMatxinT, Matxin-SMatxinT).

Surprisingly, according to this manual evaluation the best system is the rule-based Matxin system, the worst ranked one using automatic evaluation. Even for in-domain evaluation it is clearly better than the statistical system and of similar quality as the hybrid one, that is slightly superior to the statistical system. For out-domain evaluation the differences are very clear: the rule-based Matxin system clearly outperforms the hybrid system and this one outperforms the statistical system.

This can be seen in Table 2. The table shows the number of times that a system is better than the other for those sentences where there was full agreement among evaluators (Agreement) and for the full subset (All). Results are given for the three system pairs on the two test sets, the in-domain and the out-of-domain ones.

We confirmed these surprising results of manual evaluation by examining some examples where BLEU scores did not reflect the difference of quality between translation outputs. Let us analyze the example shown in Table 3, that is, the translation of the source sentence “Legasa cuenta ya con un convenio sobre la recuperación de bienes comunales.”. The table shows the source sentence with its meaning in English together with two translation references and the output given by the two individual systems.

In this example, the output of the rule-based system is adequate, but BLEU is unable to recognize some linguistic equivalences: jadanik and jada are synonymous, as well as berreskuratzearen inguruan and berreskuratze gainean. Similarly herri ondasunak and herri-ondasunen are almost the same because the “-” is optional, and using Legasa instead of Legasak is a common error easy to understand. The following segments are quasi equivalents: hitzarmena du and kontatzen du hitzarmen batekin. All these correspondences are trivial for humans but invisible for the BLEU metric.

On the other hand, the output of the statistical system is harder to understand. By using Legasako instead of Legasak, the sentence becomes difficult to
do, we considered the possibility of using metrics that use a higher level of linguistic information (Liu and Gildea, 2005; Popović and Ney, 2007; Giménez and Márquez, 2007; Chan and Ng, 2008). Thus, in addition to the standard BLEU and TER, we applied these same metrics over the sequences of syntactic categories, parts of speech (PoS), resulting BLEU_PoS and TER_PoS. Table 4 shows how the metrics that use linguistic information obtain more similar results to those achieved by the manual evaluation. Thus, in our out-domain evaluation the metrics that use PoS information show the same preference between systems than the human assessment. That is, Matxin gets the best results, followed by SMatxinT and SMT. Similarly, in the in-domain test set, the human preference of SMatxinT over the statistical system is clearer with this type of metrics.

Despite this, PoS based metrics can not fully compensate the high penalty that Matxin receives and this system remains the lowest ranked in the Elhuyar test set (in-domain), although the distance is shorter.

However, those results are provably biased by the fact that both SMT and SMatxinT systems are optimized to rise their BLEU score. Thus, they get a high lexical matching to the reference, at the expense of the syntactical correctness. Similarly, the use of metrics that only take into account a even more specific aspect of translation, such as the co-occurrence of PoS, are not suitable to be used as the unique metric for the whole developing cycle. Using such metrics on SMT parameter optimization, for example, could lead to get translations whose lexical correction is fully ignored. So this kind of met-

<table>
<thead>
<tr>
<th>System 1</th>
<th>Tied</th>
<th>System 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agreement</td>
<td>All</td>
<td>Agreement</td>
</tr>
<tr>
<td>SMT vs. SMatxinT</td>
<td>5 (9.4%)</td>
<td>25 (12.5%)</td>
</tr>
<tr>
<td>SMT vs. Matxin</td>
<td>14 (23.7%)</td>
<td>41 (20.5%)</td>
</tr>
<tr>
<td>SMatxinT vs. Matxin</td>
<td>19 (28.8%)</td>
<td>59 (29.5%)</td>
</tr>
</tbody>
</table>

Table 2: Manual evaluation for random subset of 100 sentences of each test corpus.

<table>
<thead>
<tr>
<th>Source</th>
<th>Legasa cuenta ya con un convenio sobre la recuperación de bienes comunales. (English)</th>
<th>Legasa already has a convention on the recovery of community property.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref. 1</td>
<td>Legasak hitzarmena du jada herri ondasunak berreskuratzearen inguruan.</td>
<td></td>
</tr>
<tr>
<td>Ref. 2</td>
<td>Legasak badauka ondasun komunalak berreskuratzeari buruzko hitzarmena.</td>
<td></td>
</tr>
<tr>
<td>Matxin</td>
<td>Legasa jadanik kontatzen du hitzarmen batekin herri-ondasunen berreskuratze gainean.</td>
<td></td>
</tr>
<tr>
<td>SMT</td>
<td>legasako hitzarmena du dagoeneko berreskuratzeari buruzko ondasunak komunalak.</td>
<td></td>
</tr>
<tr>
<td>SMatxinT</td>
<td>dagoeneko legasako hitzarmena berreskuratzeari buruzko ondasun komunalak</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Example where an understandable translation obtained by Matxin is penalized by BLEU, but the confusing SMT translation gets a good BLEU score.

understand, and the same happens with the strange end of the sentence. However, this translation obtains a good evaluation score because every word but one is in the references.

4 Searching for human conformant automatic metrics

In view of the large difference between the results obtained by standard automatic metrics and the manual evaluation, and considering that the human evaluators value syntactical correctness more than the common lexical metrics (such as BLEU and TER)
Table 4: Automatic scores of all individual and hybrid systems.

<table>
<thead>
<tr>
<th>ELHUYAR (IN-DOMAIN)</th>
<th>BLEU</th>
<th>TER</th>
<th>BLEU_PoS</th>
<th>TER_PoS</th>
<th>comb_BLEU</th>
<th>comb_all</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matxin</td>
<td>5.25</td>
<td>84.51</td>
<td>25.63</td>
<td>52.82</td>
<td>15.44</td>
<td>7.88</td>
</tr>
<tr>
<td>SMT</td>
<td>14.53</td>
<td>71.60</td>
<td>30.78</td>
<td>48.82</td>
<td>22.65</td>
<td>11.53</td>
</tr>
<tr>
<td>SMatxinT</td>
<td>14.48</td>
<td>70.50</td>
<td>31.96</td>
<td>47.07</td>
<td>23.22</td>
<td>11.82</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ELHUYAR (IN-DOMAIN)</th>
<th>BLEU</th>
<th>TER</th>
<th>BLEU_PoS</th>
<th>TER_PoS</th>
<th>comb_BLEU</th>
<th>comb_all</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matxin</td>
<td>5.85</td>
<td>84.95</td>
<td>26.68</td>
<td>52.19</td>
<td>16.27</td>
<td>8.29</td>
</tr>
<tr>
<td>SMT</td>
<td>12.75</td>
<td>75.58</td>
<td>30.15</td>
<td>49.37</td>
<td>21.45</td>
<td>11.38</td>
</tr>
<tr>
<td>SMatxinT</td>
<td>13.37</td>
<td>75.09</td>
<td>31.39</td>
<td>48.63</td>
<td>22.38</td>
<td>11.38</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NEWS (OUT-DOMAIN)</th>
<th>BLEU</th>
<th>TER</th>
<th>BLEU_PoS</th>
<th>TER_PoS</th>
<th>comb_BLEU</th>
<th>comb_all</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matxin</td>
<td>11.65</td>
<td>72.39</td>
<td>39.19</td>
<td>42.40</td>
<td>25.42</td>
<td>12.93</td>
</tr>
<tr>
<td>SMT</td>
<td>14.45</td>
<td>70.18</td>
<td>31.09</td>
<td>48.65</td>
<td>22.77</td>
<td>11.59</td>
</tr>
<tr>
<td>SMatxinT</td>
<td>15.08</td>
<td>67.72</td>
<td>34.55</td>
<td>45.56</td>
<td>24.82</td>
<td>12.62</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NEWS (OUT-DOMAIN)</th>
<th>BLEU</th>
<th>TER</th>
<th>BLEU_PoS</th>
<th>TER_PoS</th>
<th>comb_BLEU</th>
<th>comb_all</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matxin</td>
<td>11.01</td>
<td>73.55</td>
<td>38.74</td>
<td>43.07</td>
<td>24.88</td>
<td>12.65</td>
</tr>
<tr>
<td>SMT</td>
<td>11.32</td>
<td>73.08</td>
<td>29.56</td>
<td>50.49</td>
<td>20.44</td>
<td>10.41</td>
</tr>
<tr>
<td>SMatxinT</td>
<td>13.64</td>
<td>70.42</td>
<td>35.34</td>
<td>46.82</td>
<td>24.49</td>
<td>12.45</td>
</tr>
</tbody>
</table>

The two metrics that combine lexical metrics with PoS information obtained results similar to those based only on PoS, in terms of preference between systems. In the same way, BLEU_PoS and TER_PoS, Comb_BLEU and Comb_All established the same preference order as the manual evaluation, except in the case of Matxin in the in-domain test set. But, unlike those metrics based only on PoS information, the combined metrics are more suitable as they allow a better syntactic adequacy while they maintain correct lexical matchings.

In addition to this correlation at the document level, we also wanted to check the correlation of each metric at sentence level where manual assessments were set. For each sentence in which both human assessments agree, we have compared the result with the preference for each metric. To define which is the preference for each metric, we considered that the automatic metric prefers a translation if one of the translations gets a score 10% higher than the other. In cases where the relative difference is not higher than 10%, we consider that the automatic metric is not able to discriminate between the two translations. Table 5 shows the percentage of sentences where each automatic metric’s preference coincides with the one set by both human evaluators (we discard the cases in which human evaluations have not agreed).

\[ \text{Comb BLEU} = \frac{(\text{BLEU} + \text{BLEU}_\text{PoS})}{2} \]
\[ \text{Comb All} = \frac{(\text{BLEU} + \text{BLEU}_\text{PoS} + (100 - \text{TER}) + (100 - \text{TER}_\text{PoS}))}{4} \]

Due to its simplicity and the results achieved, we decided to use the idea presented by Giménez and Márquez (2008), where the different metrics are combined just by means of the arithmetic mean. This method of combination, despite its simplicity, obtained competitive results on the MetricsMATR shared task (Callison-Burch et al., 2010). Thus we have defined two metrics that combine lexical information with PoS information: (1) one that combines the four metrics (BLEU, TER, BLEU_PoS and TER_PoS) we tested and (2) another one that combines only BLEU with BLEU_PoS.

BLEU and BLEU_PoS are quality measures (higher score means higher quality) while TER and TER_PoS are error measure (lower score means higher quality). Due to the different nature of the metrics and to be able to combine all of these four metrics by means of the arithmetic mean, we had to modify the values of TER to become quality measures. Thus, the new metrics are calculated using the following formulas:

\[ \text{Comb BLEU} = \frac{(\text{BLEU} + \text{BLEU}_\text{PoS})}{2} \]
\[ \text{Comb All} = \frac{(\text{BLEU} + \text{BLEU}_\text{PoS} + (100 - \text{TER}) + (100 - \text{TER}_\text{PoS}))}{4} \]
Table 5: Sentence by sentence correlation between human evaluation and automatic metrics.

<table>
<thead>
<tr>
<th></th>
<th>BLEU</th>
<th>TER</th>
<th>BLEU_PoS</th>
<th>TER_PoS</th>
<th>comb_BLEU</th>
<th>comb_all</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elhuyar (in-domain)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMT vs. SMatxinT</td>
<td>34 (64%)</td>
<td>33 (62%)</td>
<td>33 (62%)</td>
<td>30 (56%)</td>
<td>35 (66%)</td>
<td>31 (58%)</td>
</tr>
<tr>
<td>SMT vs. Matxin</td>
<td>23 (39%)</td>
<td>23 (39%)</td>
<td>25 (42%)</td>
<td>22 (37%)</td>
<td>24 (41%)</td>
<td>26 (44%)</td>
</tr>
<tr>
<td>SMatxinT vs. Matxin</td>
<td>25 (38%)</td>
<td>29 (44%)</td>
<td>29 (44%)</td>
<td>27 (41%)</td>
<td>25 (38%)</td>
<td>28 (42%)</td>
</tr>
<tr>
<td>NEWS (out-domain)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMT vs. SMatxinT</td>
<td>35 (50%)</td>
<td>31 (44%)</td>
<td>36 (51%)</td>
<td>38 (54%)</td>
<td>38 (54%)</td>
<td>34 (49%)</td>
</tr>
<tr>
<td>SMT vs. Matxin</td>
<td>31 (50%)</td>
<td>29 (47%)</td>
<td>42 (68%)</td>
<td>38 (61%)</td>
<td>39 (63%)</td>
<td>42 (68%)</td>
</tr>
<tr>
<td>SMatxinT vs. Matxin</td>
<td>38 (53%)</td>
<td>38 (53%)</td>
<td>39 (54%)</td>
<td>36 (50%)</td>
<td>46 (64%)</td>
<td>36 (50%)</td>
</tr>
</tbody>
</table>

These figures show that the metrics based on linguistic information (both, those that only uses PoS information and those that combine it with lexical information) get more coincidences than those that only use lexical information (BLEU or TER).

5 Conclusions

In this work we present an in-depth evaluation of SMatxinT, a hybrid system that is controlled by the RBMT translator and enriched with a wide variety of SMT translation options. The results of the human evaluation, where the translation of the two individual systems and SMatxinT were compared in pairs, established that Matxin, the RBMT system, achieved the best performance followed by SMatxinT, while the SMT system generated the worst translations.

Those results, very far from what the automatic metrics (BLEU and TER) show, corroborate the already known inadequacy of the metrics that measure only the lexical matching for comparing systems that use so different translation paradigms. This kind of metrics are biased in favor of the SMT, as it happens in our evaluation, where the statistical system achieves the best results in the in-domain evaluation, even when it generates the worst translations according to the manual assessment.

To address these limitations of the metrics that are only based on lexical matching, we defined a couple of metrics that seek to ensure the syntactic correctness, calculating the same expressions but at the PoS level. These metrics, which are able to assess the syntactic correctness, have shown a higher level of agreement with human assessments both at document and sentence level.

Nevertheless, the metrics that assess specific aspects of the translation (such as PoS matching) do not ensure the absolute quality of the translation, and should be combined with regular lexical matching metrics. At the time of combining these metrics, we opted for simplicity and we used the arithmetic mean. This method, despite its simplicity, has already shown its suitability before.

Our combined metrics are simple and able to maintain a higher correlation with manual evaluation than the usual lexical metrics, while ensure the lexical matching.

We are planning to use this simple combination of metrics in developing new versions of our hybrid system. Simultaneously we are adapting linguistic tools to the Asiya Open Toolkit\(^3\) to test other new evaluation metrics that consider a higher level of linguistic information.
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Abstract

We introduce a radically simple yet effective methodology for annotating and aligning semantic frames inexpensively using untrained lay annotators that is ideally suited for practical semantic SMT and evaluation applications. For example, recent work by Lo and Wu (2011) introduced MEANT and HMEANT, which are state-of-the-art metrics that evaluate translation meaning preservation via Propbank style of semantic frames. For such applications, however, we argue that the Propbank annotation are too complex and detailed, since they are aimed at training linguists to annotate semantic frames with gold standard accuracy. Instead, we believe that annotating semantic frames for such purposes should be as intuitive as understanding the basic event structure of a sentence, which any untrained human does effortlessly. We propose a simplified set of annotation guidelines consisting of half a page plus three annotated examples. Together with a graphical user interface designed to facilitate the annotation and comparison process by guiding untrained humans step by step, only 5 to 15 minutes are needed to train lay annotators. This allows the lay annotators to focus on understanding the translation to provide consistent and efficient annotation and comparison. The methodology is 'cloud' based to be truly platform independent, installation-free and portable.

1 Introduction

We present a practical alternative to linguistically sophisticated but expensive methodologies semantic frame annotation and alignment, designed in particular with an eye to semantic statistical machine translation (SMT) and MT evaluation. Our approach contrasts with, for example, the complex guidelines for Propbank annotation (Bonial et al., 2010) used to train linguists to annotate semantic frames with gold standard accuracy. Though excellent for their intended purpose, Propbank style guidelines are long and full of linguistic terminology, making them highly unsuitable for training lay persons.

Our efforts are motivated by the increasing needs of recent work on semantic SMT and semantic MT evaluation. In semantic SMT for example, the SRL-for-SMT work of Wu and Fung (2009a) and Wu and Fung (2009b) relies on cross-lingual matching of semantic role labels. In semantic MT evaluation, the metrics MEANT and HMEANT from Lo and Wu (2011a,b,c) are also based on SRL matching.

New research directions of this kind demand quick, inexpensive, relative accurate semantic frame annotation and alignment. We argue that the methodology for annotating semantic frames for such purposes should be as easily intuitive as comprehending the basic event structure of a sentence — which any untrained native speaker does naturally and effortlessly.

Our alternative methodology achieves this by combining (1) a streamlined, highly simplified and intuitive set of annotation guidelines with (2) an easy-to-use graphical user interface that guides untrained lay annotators step-by-step through the annotation process within (3) a convenient ‘cloud’ based platform that flexibly supports distributed workflows involving physically separated annotators working on any standard browser.

The streamlined annotation guidelines consist of a mere half-page of instructions — mostly whitespace — supplemented with three annotated examples for reference. The simplicity of the guidelines allows lay annotators to focus on understanding the translation to provide consistent and efficient annotation and comparison. Training an annotator typically takes on the order of five minutes. Despite (or perhaps because) of the simplicity, interannotator agreement is nevertheless quite high.

A graphical user interface is specifically designed to address the risk of annotation inconsistency that arises from using unskilled humans rather than linguistic experts to annotate semantic frames. The guidelines are incorporated into a GUI that guides annotators to label semantic predicate argument structure. The system guides
the annotators to first identify the predicate of a frame, and then specify the span and the role of its associated arguments one by one. Every time when the annotators label a predicate, they start the process of annotating a new semantic frame in the sentence. Each annotated frame is marked up with a different color, so that annotators can clearly distinguish the multiple semantic frames within a single sentence.

Convenient annotation workflows across distributed locations are facilitated by the ‘cloud’ based approach. The cross-platform web interface is accessible from any modern JavaScript-enabled browser. Annotation of translation is currently supported in any language encoded in UTF8 with left to right orthography. Text is expected to be segmented into sentences, reflecting the common assumption of nearly all present day MT systems.

In the following sections, we first contrast our approach with related work on the process methodology for Propbank annotation. We then propose a concrete set of annotation guidelines. Next, we describe the design of a graphical user interface specifically tailored to guide lay annotators step by step through the process of annotating semantic frames with our simplified set of role labels. Following this, we propose a set of guidelines for aligning and comparing semantic frames for translations, again designed to be easy for lay annotators and yet sufficiently accurate. We also describe the design of the graphical user interface for alignment of semantic frames. Finally, we present experimental results on timing lay annotators, demonstrating the efficiency and low cost of this methodology (which has been shown elsewhere to produce state-of-the-art results for semantic MT evaluation).

2 Related Work

The Propbank annotation guidelines (Bonial et al., 2010) are aimed at training linguists to annotate semantic frames to gold standard accuracy, and are unnecessarily long and technical for lay persons. Propbank requires annotators to determine the word sense for each predicate and is built on top of the syntactic structure in the sentences, using the software tool Jubilee (Choi et al., 2010) to support the complex Propbank annotation and viewing process. Thus, the annotator training cost of Propbank annotation is disproportionately high for applications such as semantic MT evaluation.

Recent works in semantic SMT and MT evaluation show an increasing demand for low-cost semantic frame annotation and comparison. In semantic SMT, for example, Wu and Fung (2009a) and Wu and Fung (2009b) apply SRL to SMT decoding, using an SRL based reordering model that returns improved translations containing fewer semantic role confusion errors. The SRL based reordering model relies on cross-lingual SRL matching. In semantic MT evaluation, a new generation of automatic and semi-automatic MT evaluation metrics proposed by Lo and Wu (2011a,b,c) captures similarities and differences between the reference translation and MT output semantic structures. This approach also relies on SRL matching between reference translation and MT output.

The Propbank annotation guidelines consist of 70 pages, of which 59 pages are annotation instructions and 11 pages cover the menu for the annotation tools. The annotation instructions detail the annotation process, the definition of the argument labels, exception handling for tagging, the handling of null elements in syntax trees and the handling of special cases and spoken data. Since Propbank is built on top of the syntactic structure of the sentences, Propbank annotators, i.e. readers of the guidelines, are expected to have prior knowledge of word senses, syntactic structure annotations, and other linguistic information (e.g. null elements). However, all the details in the Propbank annotation guidelines are only necessary when the goal of annotation is to provide consistent and high quality gold standard semantic frame annotation. In contrast, extracting semantic information for practical applications such as semantic SMT and evaluation should be as intuitive as understanding the basic event structure of a sentence which any untrained human does effortlessly.

Since Propbank aims to provide gold standard semantic frame annotation, the annotations are subsequently adjudicated. Therefore, Jubilee, the Propbank instance annotation editor has complex use cases and consists of two modes: the ‘normal’ mode and the ‘gold mode’.

The normal mode is used by annotators to determine the word sense for each predicate in the sentence and annotate the arguments with semantic role labels. Since the Propbank annotation is built on top of the syntactic structure of the sentences and requires annotators to first determine the word sense of the predicate, the normal mode consists of three panels — the treebank view, the frameset view and the argument view. Annotators must navigate around these panels in the different steps of annotation.

One the other hand, the gold mode is used by the adjudicators who select the most appropriate annotation of the instance as the gold standard or correct the annotations if necessary. To determine which annotation of the instance is the most appropriate as the gold standard, in addition to the three panels in the normal mode, the gold mode includes one more panel showing all the annotations for the instance. Similarly, adjudicators must navigate between all the four panels in the different step of adjudication.

The complexity of Jubilee is only necessary when the goal of annotation is providing consistent and high quality gold standard semantic frame annotation. In contrast, for practical applications such as semantic SMT and evaluation, the semantic frame annotation tool should be
straightforward and require minimal training instructions in using the tool itself. A software tool supporting these kinds of annotation should be easy to use so that lay annotators can concentrate on evaluating the meaning of the translation and provide consistent annotations for evaluation.

3 Annotating Semantic Frames

To minimize the labor cost of running the semantic MT evaluation metric so that it can be driven by untrained monolingual human, the instructions for annotating semantic frames have to be clear, simple and intuitive. MEANT (Lo and Wu, 2011a) adopted Propbank SRL style predicate-argument framework, which captures the basic event structure in a sentence. The original Propbank annotation specification is designed for readers with strong linguistic background who can distinguish different word senses of predicates. We present the intuitive guidelines and step-by-step guided interface that make semantic role labeling, i.e. identifying the basic event structure—“who did what to whom, when, where and why” (Pradhan et al., 2004) — a task that even untrained monolingual readers can do.

3.1 Simplified set of labels and minimal guidelines

In contrary to the 89 pages of Propbank annotation guidelines, we simplified the instructions of annotation into half of a page intuitively. We first clearly state the objective of semantic role labeling using lay person terminologies. Then, according to the basic event structures—“who did what to whom, when, where and why”, we simplified the set of Propbank style semantic role labels into a set of 10 to 12 role labels. Figure 1 shows the half-page instructions with the simplified set of roles.

<table>
<thead>
<tr>
<th>Role Type</th>
<th>Propbank Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agent (Who)</td>
<td>Action (did)</td>
</tr>
<tr>
<td>Benefactive (Whom)</td>
<td>Patient (What)</td>
</tr>
<tr>
<td>Purpose (Why)</td>
<td>Temporal (When)</td>
</tr>
<tr>
<td>Modals (How) [e.g. may, should, etc.]</td>
<td>Manner (How)</td>
</tr>
<tr>
<td>Other adverbial argument (How)</td>
<td>Negation (How) [e.g. not]</td>
</tr>
</tbody>
</table>

** Please note that the “Action” role should involve exactly ONE word only. **

The “did” event which corresponds to the predicate in the semantic frame is defined as “Action”.

The “who” event which corresponds to the subject of the predicate (i.e. ARG0) in the semantic frame is defined as “Agent”.

The “what” event which corresponds to the object of the predicate (i.e. ARG1) in the semantic frame, (in other words, “the argument which undergoes the change of state or is being affected by the action” (Bonial et al., 2010)), is defined as “Patient”.

The “whom” event which corresponds to the benefactive argument of the predicate (i.e. ARG2) in the semantic frame is defined as “Benefactive”.

The “when” event which corresponds to the temporal argument of the predicate (i.e. ARG-TMP) in the semantic frame is defined as “Temporal”.

The “where” event which corresponds to the locative argument of the predicate (i.e. ARG-LOC, ARG-DIR) in the semantic frame is defined as “Locative”.

The “why” event which corresponds to the cause or purpose argument of the predicate (i.e. ARG-CAU, ARG-PRP) in the semantic frame is defined as “Purpose”.

Since the “how” event which corresponds to the more detailed modifiers of the predicate, Lo and Wu (2011b) presented experiments on different variants of sub-categorizing the “how” event.

To concretize the lay human annotators’ understanding of the role labels, three annotated examples were provided. The examples were shown in the order of advance-
ment of semantic structures. The first two examples contained one predicate only and the last example contained three predicates. Figure 2 shows the three annotated examples provided to annotators to concretize their understanding of the simplified set of semantic role labels.

3.2 Semantic frame annotation web interface

Annotators are allowed to view and annotate only translations that are assigned to them. Therefore, users have to login to the system. A login page is shared by the annotation web interface and the comparison web interface that is introduced in later section. After logging in, annotators are sent to the annotation dataset claiming page, where they can see the list of datasets that is assigned to themselves and the list of datasets that they have already annotated. Figure 3 shows the task claiming page.

Figure 4 shows the annotation page with an annotation in progress. The page can be divided into three panels.
The top left corner is the information and control panel where annotators receive information about the progress and control the annotation process. The top right corner is the timer panel. The lower panel is the annotation panel.

The first line on the top left corner shows the progress of the annotation task. In this screen shot, the annotator is annotating the second sentence in a dataset of 2 sentences. The next line reminds the annotators to annotate the action first to start annotating a new frame. This is designed according to the linguistic formation of predicate-argument structure of semantic frame. The third line on the top left corner reminds the annotators if they find any error in previous annotated frames, they can choose the corresponding frame from the associated combo box at the end of the line. The fourth line is colored to show the annotator clearly which frame they are currently editing. Following the first four lines, there are four buttons. When the annotator finishes annotating the current sentence, he/she should either click “Next Sentence” if there are more sentences in the data set for annotation, or “End this experiment” if there is no more sentence in the data set. “Reset All” allows the annotators to remove all annotations in all frames of the current sentence. “Reset this Frame” allows the annotators to remove all annotations in the current frame.

On the top right corner, there is the timer showing the time used for the current sentence and the current task. There are two buttons in the timer, “Start” and “Pause”. The sentence will be covered up if the timer is not started to ensure accurate timing.

The lower half of the page is the annotation panel. The current sentence is shown in the annotation panel. The colored lines above the sentence indicate the span of the semantic role. The colored labels below the sentence indicate the label of the semantic role. One frame is represented by one color. The annotations in all frames are shown to the annotators at the same time in the same panel so that the annotators can see the whole event structure they annotated and verify the annotations easily.

The annotators click on the word token at the beginning of a role span and click on the work token at the end of the same role span to specify the span of the semantic role. After that, a pop up menu will be shown to let annotators determine the role label. After selecting the role label, the pop up menu will be hidden again and the annotators can continue annotating other roles or frames.

### 4 Aligning/comparing Semantic Frames

After annotating the semantic frames, we must then determine the translation accuracy of the role fillers. To overcome the disadvantages of resorting to excessively permissive bag-of-words matching or excessively restrictive exact string matching, human judges were employed...
to evaluate the correctness of each role filler translation between the reference and machine translations. However, with the ultimate goal of automating this step, the definition of translation correctness in meaning must be well-defined. Moreover, to facilitate a finer-grained measurement of translation utility, the definition of translation correctness must also be finer-grained. We present the fine-grained but well-defined choices of translation correctness and minimal guidelines for semantic MT evaluation.

4.1 Fine-grained but well-defined choices of correctness and minimal guidelines

To avoid the inconsistency among human judges, instead of adopting 5-point or 7-point scales used in translation adequacy judgment, we define the translation correctness of role fillers as three cardinal marks, i.e. “correct”, “partial” and “incorrect”. Since predicate verb is exactly one word, either the machine translation express the same action or not the same action, we only define “correct” and “incorrect” for predicate. Figure 5 shows the fine-grained but well-defined choices of translation correctness.

| Correct | Role fillers in MT express the same meaning as the aligned role fillers in the human translation. |
| Partial | Role fillers in MT express part of the meaning of the aligned role fillers in human translation. Extra meaning is NOT penalized unless it belongs in another role. |

We also assume that a wrongly translated predicate means that the entire semantic frame is incorrect; therefore, the “correct” and “partial” argument counts are collected only if their associated predicate is correctly translated in the first place.

4.2 Semantic frame comparison web interface

Similar to the annotation web interface, human judges are allowed to view and judge only translations that are assigned to them. After logging in, human judges are sent to the comparison task claiming page, where they can see the list of datasets that is assigned to themselves and the list of datasets that they have already compared.

We assume that a wrongly translated predicate means that the entire semantic frame is incorrect; therefore, human judges are required to pick a pair of correctly translated predicate in the reference translation and the machine translation before judging the translation accuracy of the arguments associated with it. After picking a pair of matched predicates, the annotated machine translation and reference translation are shown to the human judges simultaneously. The reference translation is shown on the left and the machine translation is shown on the right. Human judges will then align each argument in the machine translation with one argument in the reference translation which expresses meaning that is closest to each other and mark the translation correctness of that argument. Figure 6 shows the comparison page when a comparison is in progress.
5 Experiments

To assess the efficiency of the guidelines and the interface, we measured the time required by human judges to perform either the semantic frame annotation and comparison task, on two different data sets.

We also analyzed the inter-annotator agreement to show that despite of the simplicity of the annotation guidelines, the annotators are nevertheless quite consistent to each other.

Lo and Wu (2011a, b, c) have already presented state-of-the-art results in semantic MT evaluation using the proposed methodology. That is, semantic MT evaluation metrics using low-cost lay annotators for semantic frame annotation correlates with human adequacy judgement higher than automatic fluency-oriented metric, BLEU, and non-automatic expensive metric, HTER.

5.1 Setup

We had two set of data samples annotated and compared. Each sample was randomly drawn from a translation evaluation corpus containing Chinese input sentences, English reference translations, and the machine translation outputs from three different state-of-the-art systems. A set of 35 sentences drawn from the subset of the DARPA GALE program Phase 2.5 newswire evaluation dataset in which both the Chinese and English sentences have been annotated with PropBank semantic role labels. Another set of samples was drawn from the NIST MetricsMaTr meta-evaluation dataset (Callison-Burch et al., 2010), with 39 sentences of the broadcast news genre.

We employed Chinese-English bilinguals to annotate the semantic roles using the proposed annotation guidelines. Each translation is annotated by at least two annotators to support the consistency analysis.

5.2 Results on efficiency

The collected timing data is detailed in Table 1 in terms of sentences, frames, roles and words. The training on the annotation guidelines and briefing on the graphical user interface require typically 5 to 10 minutes of preparation, at most 15 minutes, including any necessary time for annotators or judges asking questions.

The results bear out the efficiency of our methodology, in spite of the fact that annotation was performed solely by inexpensive computer science undergraduate students with no linguistic background training. The time used for annotating semantic frames averaged about 1-1.5 minutes per sentence, depending on the complexity of the sentences—much less time than required for gold standard PropBank annotation. The time used for comparing the role fillers between the semantic frames in the reference and machine translations, similarly, averaged under 2 minutes per sentence.

Furthermore, note that these timing figures are for completely unskilled non-experts. In fact, the time required tends to decrease even further as annotators gain experience.

5.3 Results on consistency

With the easy-to-use graphical user interface, the annotations from different annotators are even more consistent
Table 1: Timing statistics for human semantic role annotation and role filler comparison tasks, for both the MetricsMaTr and GALE samples. \( t/s \), \( t/f \), \( t/r \), and \( t/w \) indicate time per sentence, frame, role, word, respectively.

<table>
<thead>
<tr>
<th></th>
<th>#frames</th>
<th>#roles</th>
<th>#words</th>
<th>min ( t/s )</th>
<th>max ( t/s )</th>
<th>avg ( t/s )</th>
<th>avg ( t/f )</th>
<th>avg ( t/r )</th>
<th>avg ( t/w )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MetricsMaTr REF annotation</td>
<td>1.85</td>
<td>6.86</td>
<td>12.69</td>
<td>15.00</td>
<td>485.00</td>
<td>127.12</td>
<td>68.59</td>
<td>18.53</td>
<td>5.01</td>
</tr>
<tr>
<td>MetricsMaTr MT annotation</td>
<td>1.39</td>
<td>5.19</td>
<td>10.59</td>
<td>2.00</td>
<td>437.00</td>
<td>74.94</td>
<td>54.40</td>
<td>14.54</td>
<td>3.49</td>
</tr>
<tr>
<td>MetricsMaTr MT comparison</td>
<td>———</td>
<td>———</td>
<td>———</td>
<td>5.00</td>
<td>183</td>
<td>26.75</td>
<td>5.05</td>
<td>1.35</td>
<td>0.33</td>
</tr>
<tr>
<td>GALE REF annotation</td>
<td>2.79</td>
<td>11.07</td>
<td>21.44</td>
<td>18.00</td>
<td>416.00</td>
<td>131.30</td>
<td>47.13</td>
<td>11.71</td>
<td>3.06</td>
</tr>
<tr>
<td>GALE MT annotation</td>
<td>2.49</td>
<td>7.46</td>
<td>15.53</td>
<td>4.00</td>
<td>376</td>
<td>96.22</td>
<td>38.99</td>
<td>11.03</td>
<td>2.68</td>
</tr>
<tr>
<td>GALE MT comparison</td>
<td>———</td>
<td>———</td>
<td>———</td>
<td>9.00</td>
<td>401</td>
<td>141.33</td>
<td>41.61</td>
<td>13.10</td>
<td>4.89</td>
</tr>
</tbody>
</table>

than that reported in Lo and Wu (2011a). The IAA on role identification is 78% for reference translation and 75% for MT output. The IAA on role classification is 70% and 69% for reference translation and MT output respectively. By guiding the annotators step by step through the process of annotation, the IAA on both tasks show a 1-4% improvement from that reported in Lo and Wu (2011a). The high IAA suggests that the simple and intuitive annotation guidelines are in general sufficient for practical application such as semantic SMT and MT evaluation.

6 Web Access to the System

For research uses, please register for the full cloud based interface at http://www.cs.ust.hk/~dekai/meant.

7 Conclusion

We have presented a new, radically simple yet effective methodology for inexpensively annotating semantic frames using minimally trained lay annotators, that we believe to be ideal for practical semantic SMT and evaluation applications. Instead of using skilled linguists to annotate gold standard Propbank semantic frame annotation, we showed that annotating semantic frames for MT evaluation can be as intuitive as understanding the basic event structure of a sentence, which any untrained human does naturally and effortlessly. We simplified the annotation guidelines into half a page plus three annotated examples. We described a graphical user interface for both semantic frame annotation and semantic frame alignment/comparison, that guides untrained humans step by step. Restricted guidelines with this easy-to-use GUI allow untrained humans to focus on understanding the translation to provide consistent and efficient annotation and comparison. Our convenient ‘cloud’ based implementation of this is platform independent, installation-free, and portable as it is developed using technologies supported by any modern web browser. Thus, we have presented in detail a semantic frame annotation and alignment methodology with minimal labor cost.
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Abstract

Word Translation Disambiguation means to select the best translation(s) given a source word in context and a set of target candidates. Two approaches to determining similarity between input and sample context are presented, using n-gram and vector space models with huge annotated monolingual corpora as main knowledge source, rather than relying on large parallel corpora. Experiments on SemEval’s Cross-Lingual Word Sense Disambiguation task (2010 English→German part) show some models on average surpassing the baselines, suggesting that translation disambiguation without parallel texts is feasible.

Index Terms: word sense disambiguation, vector space models, n-gram language models

1 Introduction

One of the challenges in translating a word is that, according to a translation dictionary or some other translation model, a source language word normally has several translations in the target language. For instance, the English word plant may be translated as the German word Fabrik in the context of industry, but as Pflanze in the context of nature. Hence contextual information is required to resolve ambiguities in word translation. This task is known as Word Translation Disambiguation (WTD).

The currently predominant paradigm for data-driven machine translation is phrase-based statistical translation. In phrase-based MT the task of WTD is not explicitly addressed, but instead the influence of context on word translation probabilities is implicitly encoded in the model, both in the phrasal translation pairs learned from parallel text stored in the phrase translation table (collocating words in the immediate context of an ambiguous source word are likely to end up together in a translation phrase, thus helping to disambiguate possible translations candidates) and in the target language model (usually n-gram models which tend to prefer collocations and other local dependencies).

One potential problem with this approach is that the amount of context taken into account is rather small. It is clear that word translation disambiguation often depends on cues from a wider textual context, for instance, elsewhere in the same sentence, paragraph or the document as a whole. This is beyond the scope of most phrase-based SMT approaches, which work with relatively small phrases. Another drawback of phrase-based MT (and of most data-driven MT approaches) is dependence on large aligned parallel text corpora for training purposes, a both scarce and expensive resource.

The work described here has been carried out in the context of the project PRESEMT (Pattern REcognition-based Statistically Enhanced MT; www.present.eu) which emphasises flexibility and adaptability towards new language pairs. A key part is to avoid relying on large and expensive parallel corpora, as such corpora are not available for the majority of language pairs; but to instead rely on very small purpose-built parallel corpora, widely available linguistic resources such as bilingual dic-
tionaries, and huge monolingual corpora that can for example be easily mined from the web and automatically annotated with existing resources such as POS taggers. This combination of linguistically oriented resources and large corpora makes the system a hybrid MT system, combining data driven approaches and linguistic resources.

The next section details the word translation disambiguation task and introduces the data sets and evaluation measures used. Sections 3 and 4 then describe the n-gram and vector space modelling, respectively, followed by the experimental setup and ways to transform the vector space in Section 5. The actual experimental results are given in Section 6. Section 7 sets the work in context of efforts by others, before Section 8 discusses the results.

2 Task and data

The task addressed in this work is correctly translating a single word in context, or more formally:

**Word Translation Disambiguation (WTD)**

_Given a source word in its context (e.g., a sentence) and a set of target word candidates (e.g., from a bilingual dictionary), the task of Word Translation Disambiguation is to select the best translation(s)._ 

This is akin to word glossing or word-for-word translation provided that all translation candidates can be retrieved from a bilingual dictionary. WTD can thus be regarded as a ranking and filtering task. It is different, however, from full word translation, because it is assumed that all possible translations are given in advance, which is not the case in the more general task of full word translation. Full word translation can be regarded as a two-step process: (1) generation of word translation candidates, (2) word translation disambiguation. Any solution to WTD would partly solve full word translation and is therefore worthwhile to pursue.

This paper describes two approaches to WTD: First, n-gram language modelling where a surface representation of the Target Language (TL) sentence is constructed and the paths through these contexts are scored by the model. Second, vector space modelling using similarity based on the lexical semantics of the TL context to rank translation candidates according to semantic distance of the content.

---

### 2.1 Data

There is a recent data set well suited for evaluating WTD systems. The 2010 exercises on Semantic Evaluation (SemEval-2) featured a Cross-Lingual Word Sense Disambiguation (CL-WSD) task (Lefever and Hoste, 2010) based on the English Lexical Substitution task from SemEval-2007. There systems had to find an alternative (synonym) substitute word or phrase for a target word in its context (McCarthy and Navigli, 2007). The CL-WSD task basically extends lexical substitution across languages, i.e., instead of finding substitutes for a word in the same language, its possible translations in another language have to be found. Although originally conceived in the context of word sense disambiguation, it is a word translation task.

While the source language in the CL-WSD data is English, there are five target languages: Dutch, French, Spanish, Italian and German. The trial set consists of 5 nouns (20 sentence contexts per noun, 100 instances in total per language), and the test set of 20 nouns (50 sentence contexts per noun, 1000 instances in total per language). Table 1 provides examples of contexts for the English word bank and its possible German translations from trial data.

| **AGREEMENT** in the form of an exchange of letters between the European Economic Community and the Bank for International Settlements concerning the mobilization of claims held by the Member States under the medium-term financial assistance arrangements |
| {bank 4; bankengesellschaft 1; kreditinstitut 1; zentralbank 1; finanzinstitut 1} |
| 1) The Office shall maintain an electronic data bank with the particulars of applications for registration of trade marks and entries in the Register. The Office may also make available the contents of this data bank on CD-ROM or in any other machine-readable form. |
| {datenbank 4; bank 3; datenbanksystem 1; daten 1} |
| 2) established as a band of 1 km in width from the banks of a river or the shores of a lake or coast for a length of at least 3 km. |
| {ufer 4; flussufer 3} |

Table 1: Some contexts for the English word bank with possible German translations in the CL-WSD trial data
Table 2: All German translation candidates for English bank as extracted from the CL-WSD trial gold standard

| bank, bankanleihe, bankanstalt, bankdarlehen, bankengesellschaft, bankensektor, bankfeiertag, bankgeschäft, bankinstitut, bankkonto, bankkredit, banknote, blutbank, daten, datenbank, datenbanksystem, euro-banknote, feiertag, finanzinstitut, flussufer, geheimkonto, geldschein, geschäftsbank, handelsbank, konto, kredit, kreditinstitut, nationalbank, notenbank, sparkasse, sparkassenverband, ufer, weltbank, weltbankgeber, west-bank, westbank, westjordanien, westjordanufer, westufer, zentralbank |

2.2 Evaluation measures

The CL-WSD shared task employed two evaluation measures: the Best and Out-Of-Five scores (Lefever and Hoste, 2010). The Best criterion is intended to measure how well the system succeeds in delivering the best translation, i.e., the one preferred by the majority of annotators. The Out-Of-Five (OOF) criterion measures how well the top five candidates from the system match the top five translations in the gold standard. However, in WTD experiments, the Best measure has some deficiencies, most importantly that it is not normalized between 0 and 1. This results in a very uneven spread of scores, both among different target words and among the individual test sentences for each word, making it difficult — or not even meaningful — to judge differences in system performance by looking at average scores. Hence rather than using the original Best score, we adopt the normalized variant proposed by Jabbari et al. (2010), here referred to as Best_JHG.

For each sentence $t_i$, let $H_i$ denote the set of human translations. For each $t_i$ there is a function $\text{freq}_i$ returning the count of how many annotators chose it for each term in $H_i$ and a value $\text{maxfreq}_i$ for the maximum count. The pairing of $H_i$ and $\text{freq}_i$ constitutes a multiset representation of the human answer set. Let $|S|$ denote the multiset cardinality of $S$ according to $\text{freq}_i$, i.e., $\sum_{a \in S} \text{freq}_i(a)$, the sum of all counts in $S$. For the first example in Table 1: $H_1 = \{\text{bank, bankengesellschaft, kreditinstitut, zentralbank, finanzinstitut}\}$; $\text{freq}_1(\text{bankengesellschaft}) = 4$, $\text{freq}_1(\text{bank}) = 1$, etc; $\text{maxfreq}_1 = 4$; and $|H_1| = 8$.

The Best_JHG measure is defined as follows

$$\text{Best}_\text{JHG}(i) = \frac{\sum_{a \in A_i} \text{freq}_i(a)}{\text{maxfreq}_i} \times \frac{|A_i|}{|A_i|}$$

where $A_i$ is the set of translations for test item $i$ produced by the system. The optimal score of 1.0 is achieved by returning a single translation whose count is $\text{maxfreq}_i$, with proportionally lesser credit given to answers in $H_i$ with smaller counts. In principle a system can output several candidates in order to “hedge its bets”, but there is a penalty for non-optimal translations, so the best strategy appears to be to output just one. The systems in our experiment always produced a single translation for the Best_JHG score, so $|A_i| = 1$ always. In the first example of Table 1, the system output $A_1 = \{\text{bank}\}$ would give $\text{Best}_\text{JHG}(1) = 1.0$ whereas $A_1 = \{\text{bankengesellschaft}\}$ would give $\text{Best}_\text{JHG}(1) = 0.25$ and $A_1 = \{\text{ufer}\}$ would give $\text{Best}_\text{JHG}(1) = 0.0$. 
The Out-Of-Five (OOF) criterion is defined as:

$$OOF(i) = \frac{\sum_{a \in A_i} freq_i(a)}{|H_i|^i}$$ (2)

In this case systems are allowed to submit up to five candidates of equal rank. It is a recall-oriented measure with no additional penalty for precision errors, so there is no benefit in outputting less than five candidates. With respect to the previous example from Table 1, the maximum score is obtained by system output $A_1 = \{\text{bank, bankengesellschaft, kreditinstitut, zentralbank, finanzinstitut}\}$, which gives $OOF(1) = (4 + 1 + 1 + 1 + 1)/8 = 1$, whereas $A_1 = \{\text{bank, bankengesellschaft, nationalbank, notenbank, sparkasse}\}$ would give $OOF(1) = (4 + 1)/8 = 0.625$. One remaining problem with the OOF measure is that the maximum score is not always one, i.e. not normalized, because sometimes the gold standard contains more than five translation alternatives.

For assessing overall system performance, the average of Best$_{HG}$ or OOF scores across all test items for a single source word is taken. In addition, the CL-WSD task employed a “mode” variant of both scores. These were not used in the evaluations for reasons explained by Jabbari et al. (2010). All experiments use TL context to rank translation candidates for a given word in the source sentence, but for the SemEval CL-WSD data the target language sentence is not given, which means that a suitable context has to be constructed in order to perform disambiguation. This is done by collecting all translation candidates for all words in the sentence. These translation candidates are put in a bag of words from which the words’ appropriate feature vectors are constructed.

3 N-gram models

Utilising n-gram language models (LMs) to rank target contexts is motivated by their widespread use and that a naive approach to order translation candidates (TC) is a useful comparison for other models. The advantage of n-gram modelling is its conceptual simplicity and practical availability. Only one model is needed to process all trial and test words.

Adapted to the WTD task, an LM can predict the likelihood of a target context being part of the language. TC sentences are constructed by combining each TC with every possible translation of their context. The shortest TC sentence is the TC itself, and if the LM is queried for all TC candidates, the most frequent would turn out on top. For the English bank, the most likely German candidate is Bank. The n-gram model should rank TC sentences of the right sense higher, because co-located phrases like the West Bank and Gaza Strip are reflected in higher n-gram probabilities of their corresponding TC sentences. This applies when the n-gram model finds the TC with the content-bearing word in the right place (when word-to-word translation is correct), unlike for multi word expressions with different surface forms in German and English.

The LM was built from sentence-separated lemmatised parts of deWac, a large monolingual web corpus of German containing over 1,627M tokens (Baroni and Kilgarriff, 2006). For each TL context, a huge number of n-grams to query the model were compiled. With a 5-gram model, a possible 4 words preceding and succeeding the word to be translated could be tested. The results of various context lengths were kept in a 2-dimensional matrix, where each index represents words ahead of, and after the TC word. Results from different context lengths are extracted, until enough TC are found (often 5). If the [-4,1] entry (4 words before, 0 after) is ranked highest, the TC represented by these n-grams would be used exclusively in output, if the limit was reached. If not, the algorithm moves on to the next matrix entry. Because of the naive word-by-word translation, few n-gram candidates of higher order were found. Ranking by no surrounding context leads to the same answer for all instances of the word, with the most frequent TL sense first.

4 Vector space modelling

A simple idea underlies the approach to WTD: given a source word in context and a number of translation candidates, search in a large TL corpus for context samples exemplifying the translation candidates. Thus, given the English word bank and its possible German translations Bank, Datenbank, Ufer, ... retrieve sentences containing Bank, those containing Datenbank, those containing Ufer, etc. Next search these context samples for the one most similar to the given source word context. The best TC is the one associated with this context sample.
Two basic issues need to be addressed in this approach. First, matching a given context in the source language against any context samples in the TL is obviously complicated by the difference in language. We take the straightforward approach of carrying out a word-by-word translation of the source context by means of a translation dictionary. However, there are alternative solutions to this issue conceivable, e.g., by using an existing MT system for translating the source context, or by translating the TL contexts to the source language instead.

The second issue is how to measure similarity of textual contexts, a key issue in many language processing tasks. Numerous approaches have been proposed, ranging from simple measures for word overlap and approximate string matching (Navarro, 2001), through WordNet-based and corpus-based measures (Mihalcea et al., 2006), to elaborate combinations of deep semantic analysis, word nets, domains ontologies, background knowledge and inference (Androutsopoulos and Malakasiotis, 2010). The approach to similarity taken here is that of Vector Space Models (VSM) for words (Salton, 1989). These models are based on the assumption that the meaning of a word can be inferred from its usage, i.e., distribution in text (Harris, 1954): words with similar meaning tend to occur in similar contexts.

Vector space models for words are created as high-dimensional vector representations through a statistical analysis of the contexts in which words occur. Similarity between words is defined as similarity between their context vectors in terms of some vector similarity measure, e.g., cosine similarity. A major advantage of this approach is the balance of reasonably good results with a simple model. In addition, it does not require any external knowledge resources besides a large text corpus and is fully unsupervised (human annotations are not needed).

Vector space modelling is applied to disambiguation as follows: first training and test instances are converted to feature vectors in a common multi-dimensional vector space. Next this vector space is reshaped by applying one or more transformations. The motivation for a transformation can be, e.g., to reduce dimensionality, to reduce data sparseness, to promote generalization or to possibly induce latent dimensions. Finally, for each of the vectors in the test corpus, the $N$ most similar vectors are retrieved from the training corpus using cosine similarity, and translation candidates are predicted from the target words associated with these vectors.

5 Experimental setup

The preliminary experiments in this paper cover the German part of the CL-WSD trial data, i.e., 5 nouns with 20 sentence contexts per noun, 100 instances. We intend to run experiments on the larger CL-WSD test data set, as well as on other language pairs, once our WTD approach has sufficiently stabilized on a couple of successful models. Since the CL-WSD task offers no training data, a training corpus was constructed in the following steps:

**Context sampling:** For each translation candidate of a source word, examples of its use in context were obtained. Up to 5000 contexts per translation candidate were sampled from deWac through the web API of the SketchEngine (Kilgarriff et al., 2004). Sentences containing more than 75 tokens were skipped.

**Linguistic processing:** Context sentences were tokenized, lemmatized and part-of-speech tagged using the TreeTagger for German (Schmid, 1994).

**Vocabulary creation:** A vocabulary of terms was created over all samples sentences for all translation candidates of a single source word. First, stop words were removed according to a list of 134 German stop words. Next, function words were removed based on the POS tag, leaving mostly content words. Regular expressions were used for removing ill-formed tokens. Finally, frequency-based filtering was applied, removing all terms occurring less than 10 times, and terms occurring in more than 5% of the samples.

**Vector encoding:** Each context sample was encoded as a labeled (sparse) feature vector, where the features are the vocabulary terms and the feature values are the counts of these terms in the context sample at hand. The vector was labeled with the translation candidate it is a sample of. All vectors for all translation candidates of a single source word were collected in a (sparse) matrix.

The CL-WSD trial data was processed in a similar way to obtain a test corpus, with preprocessing carried out by the TreeTagger for English (Schmid, 1994). The test sentences were then translated
word-for-word by look-up of the lemma plus POS combination in an English-German dictionary with over 900K entries obtained by reversing an existing German-English dictionary. If multiple translations for an English word were found, all were included in the sentence translation. Finally, the test sentence translations were encoded as (sparse) feature vectors in the same way as the training contexts, using the same vocabulary. As a result all German translations outside of the vocabulary were effectively deleted.

The vector space models were implemented in Gensim (Rehurek and Sojka, 2010), an efficient VSM framework in Python. It provides a number of models for transforming vector space. In addition we implemented the Summation and PMI models. The following transformations were evaluated:

**Bare vector space model.** Does not apply any transformation to the feature space.

**Term Frequency*Inverse document frequency** (Jones, 1972) effectively gives more weight to terms that are frequent in the context but do not occur in many other contexts.

**Pointwise Mutual Information** (Church and Hanks, 1990) measures the association between translations candidates and context terms, and should give higher weight to terms with more discriminative power.

**Latent Semantic Indexing** reduces the dimensionality of the vector space by applying a Singular Value Decomposition (Deerwester et al., 1990). It is claimed to model the latent semantic relations between terms and address problems of synonymy and polysemy, hence increasing similarity between conceptually similar context vectors, even if those vectors have few terms in common.

**Random Projection** (also called Random Indexing). Another way to reduce the dimensionality of the vector space by projecting the original vectors into a space of nearly orthogonal random vectors. RP is claimed to result in substantially smaller matrices and faster retrieval without significant loss in performance (Sahlgren and Karlsgren, 2005).

**Summation model.** Sums all context vectors for the same translation candidate, resulting in a centroid vector for each translation candidate. It is attractive from a computational point of view because the resulting matrix is relatively small.

For each of the 20 vectors in the test corpus for a English word, the training corpus is searched for the most similar vectors and the associated labels provide the German translations. Cosine similarity is used to calculate vector similarity. For scoring on the Best$_{JHG}$ measure, we use the single best matching vector in the training corpus. For scoring OOF, first the $n$ best matching vectors are retrieved ($n = 1000$ in the experiments). Next the cosine similarities of all vectors with the same label are summed and the five labels with the highest summed cosine similarity constitute the output.

## 6 Results

Two baselines were employed. The first baseline (MostFrequentBaseline) does not rely on parallel corpora. It consists of simply selecting the translation candidate whose lemma occurs most frequently in the deWaC corpus. It therefore completely ignores the context of the words. This results in low scores on the Best$_{JHG}$ measure, although the OOF scores for bank and occupation are high. The low scores may be due to differences between predominant translations in Europarl and in deWaC. Another factor which may reduce the efficiency of target side frequencies is that the word counts can be “polluted” because a certain German word is also the translation of another very frequent English word, a problem discussed by Koehn and Knight (2000).

The second baseline (MostFrequentlyAligned) does rely on parallel corpora and was also used in the CL-WSD shared task. It is constructed by taking the translation candidate most frequently aligned to the source word in the Europarl corpus with manually corrected source word alignments. As expected, the Best$_{JHG}$ scores are consistently much higher than those of the first baseline. However, this is not so with regard to the OOF scores, which are lower than the first baseline for bank and occupation.

The simple n-gram model was employed in three different orders, uni- tri and pentagram models, but without exploring all possible priorities of context lengths (skewing to before- or after context). On average the higher-order models performed better.
Results for different models in terms of the Best\textsubscript{JHG} score and Out-of-five scores are listed in Table 3 and Table 4. Regarding system scores, several general observations can be made. To begin with, the scores on passage tend to be lower than those on bank, occupation and plant. To a lesser extent, the same holds for scores on movement, keeping in mind that max OOF score on movement is also lower. Seemingly no correlation with the number of translation candidates though, as passage has 42 whereas bank and plant have 40 and 60 respectively. Furthermore, even though most models often outperform both baselines on some words, there is no model that consistently outperforms both baselines on all five words, although the SumModel comes close, it has a problem with passage. Looking at the mean scores over all five words, however, the SumModel outperforms both baselines. This is a promising result considering that model is smallest and does not rely on parallel text.

In a similar vein, no model consistently outperforms all others. For instance, even though SumModel yields high OOF scores on four out of five words, PMI scores higher on plant. LSI seems to provide no improvements over the BareVSM. RP performed badly, which may be related to implementation issues. TF*IDF seems to give slightly worse results in comparison to BareVSM. A possible explanation is that its feature weighting is unrelated to vector labels, so it may actually reduce the weight of discriminative context words. PMI, which does take the vector label into account, gives a slight improvement over BareVSM on the Best\textsubscript{JHG} score.

### 7 Related work

Koehn and Knight compare different methods to train word-level translation models for German-to-English translation of nouns, three of which also rely on a translation dictionary in combination with monolingual corpora (Koehn and Knight, 2000; Koehn and Knight, 2001). The first is identical to our MostFrequent baseline, the second uses a target LM to pick the most probable word sequence, and the third relies on monolingual source and target language corpora in combination with the Expectation Maximization (EM) algorithm to learn word translation probabilities. Performance of the latter two is reported to be comparable to that of using a standard SMT model trained on a parallel corpus. Our SVM approach is different in that it models a much larger contexts, i.e., full sentences. Similarly, Monz and Dorr (2005) employ an iterative procedure based on EM to estimate word translation probabilities. However, rather than relying on an n-gram LM, they measure association strength between pairs of target words, which they claim is less sensitive to word order and adjacency, and therefore data sparseness, than higher n-gram models. Their evaluation is only indirect as application of the method in a cross-lingual IR setting.

Rapp proposes methods for extracting word translations from unrelated monolingual corpora, based on the idea that words that frequently co-occur in the source language also have translations that frequently co-occur in the target language (Rapp, 1995; Rapp, 1999). His use of distributional similarity between translations in the form of a vector space is
similar to our approach. However, his goal is to bootstrap a bilingual lexicon, whereas our goal is to disambiguate. As a result, Rapp’s input consists of a source word in isolation for which contexts are retrieved from a source language corpus, while our input consists of a source word in a particular context. Other work on lexical bootstrapping from monolingual corpora inspired by Rapp’s work include Fung and Yee (1998) and Fung and McKeown (1997).

The submissions to the SemEval 2010 CL-WSD workshop presented a number of relevant approaches to the WTD task (van Gompel, 2010; Silverer and Ponzetto, 2010; Vilariño Ayala et al., 2010). All submitted systems, however, relied on using parallel text. Still most systems were unable to outperform the MostFrequentlyAligned baseline. Something our systems do, but a direct comparison is not fair because we only address the subtask of disambiguation and not the task of finding translation candidates.

8 Discussion and conclusion

While it is hard to draw a general conclusion on the basis of these preliminary experiments, it is our experience that it is difficult to find an approach that generalises well over any word or context for the WTD task. In our experiments, increases in performance for one set of target words were generally accompanied by reduction in performance for other words. This leads one to speculate that there are hidden variables governing the disambiguation behaviour of words such that a classification of words according to such hidden variables yield a more evenly distributed performance increase. For n-gram models the expected improvement in performance with higher-order models is observed.

In sentence space we have explored re-sampling subsets of the sentences and combining all sentences by summing all the matrix rows (sum). Attempts to cluster the sentences through k-means and within-between cluster distances have largely been unsuccessful. Plans for future work include evaluation of the best models on the CL-WSD test data set and in the context of the full PRESEMT system.
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<table>
<thead>
<tr>
<th>Bank</th>
<th>Movement</th>
<th>Occupation</th>
<th>Passage</th>
<th>Plant</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>MaxScore 95.60</td>
<td>82.62</td>
<td>93.58</td>
<td>89.57</td>
<td>83.22</td>
<td>88.92</td>
</tr>
<tr>
<td>RP (300) 24.80</td>
<td>12.65</td>
<td>22.70</td>
<td>8.82</td>
<td>21.63</td>
<td>18.12</td>
</tr>
<tr>
<td>LSI (200) 47.07</td>
<td>16.33</td>
<td>35.40</td>
<td>17.03</td>
<td>35.61</td>
<td>29.54</td>
</tr>
<tr>
<td>SumModel 52.69</td>
<td>28.01</td>
<td>42.03</td>
<td>17.72</td>
<td>32.54</td>
<td>34.58</td>
</tr>
<tr>
<td>PMI 41.00</td>
<td>16.33</td>
<td>38.41</td>
<td>15.47</td>
<td>38.52</td>
<td>29.95</td>
</tr>
<tr>
<td>TF*IDF 37.76</td>
<td>12.31</td>
<td>27.72</td>
<td>12.16</td>
<td>25.00</td>
<td>22.99</td>
</tr>
<tr>
<td>BareVSM 47.88</td>
<td>13.86</td>
<td>40.83</td>
<td>14.60</td>
<td>28.33</td>
<td>29.10</td>
</tr>
<tr>
<td>5-gram model 31.75</td>
<td>23.01</td>
<td>37.73</td>
<td>15.06</td>
<td>26.55</td>
<td>26.82</td>
</tr>
<tr>
<td>3-gram model 27.14</td>
<td>23.01</td>
<td>36.81</td>
<td>17.70</td>
<td>22.16</td>
<td>25.42</td>
</tr>
<tr>
<td>MostFreqAlignBaseline 23.23</td>
<td>20.34</td>
<td>32.78</td>
<td>27.25</td>
<td>21.06</td>
<td>24.93</td>
</tr>
<tr>
<td>MostFreqBaseline 31.69</td>
<td>14.17</td>
<td>40.02</td>
<td>6.63</td>
<td>20.04</td>
<td>22.51</td>
</tr>
</tbody>
</table>

Table 4: Out-of-five (OOF) scores for different models (underlined=above both baselines; bold=highest)
A New Hybrid Machine Translation Approach Using Cross-Language Information Retrieval and Only Target Text Corpora

Nasredine Semmar
CEA, LIST, Vision and Content Engineering Laboratory
18 route du Panorama
Fontenay-aux-Roses, F-92265, France
nasredine.semmar@cea.fr

Dhouha Bouamor
CEA, LIST, Vision and Content Engineering Laboratory
18 route du Panorama
Fontenay-aux-Roses, F-92265, France
dhouha.bouamor@cea.fr

Abstract
Parallel corpora play a vital role in Statistical Machine Translation. Non-availability of these corpora is a major barrier for adding new languages pairs. In this paper, we propose a new hybrid approach for English-French machine translation combining a cross-language search engine and a statistical language model trained from a monolingual corpus. The cross-language search engine returns the translation candidates ordered by their relevance and the language model of the target language is used to disambiguate the translation. This approach has been evaluated and compared to Moses. We used 100000 French sentences of the Europarl corpus to train the language model, 1103 English-French sentences of the Arcade-II corpus as the translation reference and the BLEU score. The obtained scores are 21.33% for our approach and 21.45% for Moses. The experimental results also showed that our approach provides better translation performance in terms of grammatical coherence.

1 Introduction
Parallel corpora play a vital role for training translation models in Statistical Machine Translation (SMT). Non-availability of these corpora, morphology and syntactic structure differences between source and target languages are the major challenges for adding new languages pairs for SMT engines. We present, in this paper, a new hybrid approach for machine translation which uses only a monolingual corpus in the target language. This approach is based on a cross-language search engine which returns for each sentence to translate a set of translation candidates extracted from the monolingual corpus already indexed. A statistical language model is then used to identify the correct translation.

This paper is organized as follows. In section 2, some related work is presented. Section 3 describes the implementation of our hybrid machine translation approach. In section 4, some experimental results are reported and discussed. Section 5 concludes our study and presents our future work.

2 Related Work
There are two main approaches for machine translation (Trujillo, 1999) (Hutchins, 2005):
• Rule-based approaches.
• Corpus-based approaches.

The rule-based approaches regroup word-to-word translation, syntactic translation with transfer rules and interlingua which uses an intermediate semantico-syntactic representation to generate translations into any target language.
The corpus-based machine translation approaches use statistics and probability calculation in order to identify equivalences between texts in the corpus (Koehn, 2010). This probability calculation depends on two measures. The first is the probability that the words in the target language are translations of the words in the source language (translation model). The second is the probability that these words are correctly combined in the target language (language model). Probability that a given word in the target text is a translation of a given word in the source text is calculated on the basis of a sentence-aligned parallel corpus. The language model consists of probabilities of sequences of words based on a monolingual corpus in the target language.

Rule-based approaches require manual development of bilingual lexicons and linguistic rules, which can be costly, and which often do not generalize to other languages. Corpus-based approaches are effective only when large amounts of parallel text corpora are available.

Hybrid approaches combine the strengths of rule-based and corpus-based machine translation strategies (Somers, 2005). (Koehn et al. 2010) presented an extension of the state-of-the-art phrase-based statistical machine translation models in order to integrate additional linguistic information such as lemmas, part-of-speech, and morphological properties of words. The authors reported that experiments showed gains over standard phrase-based models, both in terms of automatic scores (gains of up to 2% BLEU), as well as a measure of grammatical coherence.

Our hybrid approach for machine translation is based on a new paradigm which consists in using a cross-language search engine to extract translated texts from a monolingual corpus and combining linguistic information with a statistical language model in order to generate the correct translation.

3 Machine Translation Based on Cross-language Information Retrieval

Cross-language information retrieval consists in providing a query in one language and searching documents in different languages (Grefenstette, 1997), and the goal of machine translation is to produce for each sentence in the source language its equivalent in the target language. Cross-language information retrieval using linguistic analysis for indexing and interrogation and rule-based machine translation are closely related domains. Both use bilingual lexicons and automatic text analysis.

The machine translation prototype implementing our approach is composed of two modules: A cross-language search engine and a text generator (Figure 1):

![Figure 1: Machine translation using cross-language information retrieval](image)

3.1 Cross-language Information Retrieval

The cross-language search engine (Semmar et al., 2006) is used to provide a collection of sentences in the target language. These sentences are considered as translation candidates. The search engine uses a weighted Boolean model, in which sentences in the target language are grouped into classes characterized by the same set of concepts composed of words. This search engine is composed of a multilingual analyzer, a statistical analyzer, a reformulator and a comparator.

Multiilingual Analysis

The multilingual analysis is built using a traditional architecture (LIMA) (Besançon et al., 2010) and includes a morphological analyzer, a part-of-speech tagger and a syntactic analyzer. The linguistic analyzer produces a set of normalized
lemmas, a set of named entities and a set of dependency relations between words.

**Statistical Analysis**

The role of the statistical analysis is to attribute to each word or a compound word a weight according to the information it provides to choose the target sentences relevant to the sentence to translate. The weight is maximum for words appearing in one single sentence and minimum for words appearing in all the sentences. This weight is used by the comparator to compare intersection between the sentence to translate and indexed sentences. Our search engine uses a weighted Boolean model, in which sentences are grouped into classes characterized by the same set of concepts. The classes constitute a discrete partition of the database. For example, if the sentence to translate is "nuclear waste" on a database containing only sentences on nuclear plants, the statistical model indicates that sentences containing the compound word "nuclear waste" are more relevant than sentences containing the words "nuclear" and "waste". Sentences containing the words "nuclear" and "waste" are more relevant than sentences containing only the word "waste".

**Query Reformulation**

Reformulation consists in inferring new words from the original query (sentence to translate) words according to lexical and semantic knowledge (synonyms, etc.). The reformulation can be used to increase the quality of the retrieval in a monolingual interrogation (Debili, 1989). It can also be used to infer words in other languages. The query terms are translated using bilingual dictionaries. Each term of the query is translated into several terms in target language. The translated words form the search terms of the reformulated query. The links between the search terms and the query concepts can also be weighted by a confidence value indicating the relevance of the translation. Reformulation can be achieved on the word or on the word with a specific part of speech and can also be used to transform the syntactic structure of the sentence to translate into the target language. This reformulation uses an English-French bilingual lexicon composed of 220000 entries to translate words, and a set of rules to transform syntactic structures from the source language to the target language.

**Comparison of the sentence to translate with indexed sentences**

The comparator computes intersections between words and the syntactic structure of the sentence to translate and words and syntactic structures of the indexed sentences. This comparator provides a relevance weight for each intersection and returns the translation candidates. These translation candidates could be sub-sentences composed of only some words corresponding to the translation of just a part of the sentence to translate. Linguistic information such as lemmas, grammatical categories, gender, number and syntactic dependency relations are associated with the words of the translation candidates.

**3.2 Text Generation**

Our text generation approach is based on a syntactic analysis. This approach consists, on the one hand, in composing the sub-sentences returned by the comparator of the cross-language search engine in order to build a dependency syntactic structure in the target language which covers the sentence to translate, and, on the other hand, in producing a correct sentence in the target language by using the syntactic structure of the translation candidate.

The text generator is composed of two modules: a reformulator and a flexor. The reformulator uses the parts of sentences to match the translation hypothesis. Some linguistic rules are used to assemble the new hypothesis in a lattice of translations. This lattice contains linguistic information for each word of the translation. A statistical model is learned on a monolingual lemmatized corpus which contains linguistic information. This model scores the lattice in order to find the best syntactic hypothesis in the target language. The lattice is implemented by using the AT&T FSM toolkit (Mohri et al., 2002). The language model is learned with the CRF++ toolkit (Kudo and Matsumoto, 2001). The flexor transforms the lemmas of the target language sentence into plain words. We use the linguistic information returned by the cross-language search engine to produce the right form of the lemma. This flexor consists in transforming the lemma of a
word into the surface form of this word by using the grammatical category, the gender and the number of the word. For example, the lemma “avoir” (verb) in present simple and third person singular will be transformed into the form “a”. Sometimes, we obtain several forms for the same lemma. To disambiguate, we use a statistical language model based on CRF that has been previously trained on a monolingual corpus. This disambiguation provides the right flexion of the lemma and therefore the best translation.

4 Experiment Results and Discussion

To evaluate the performance of our machine translation approach, we indexed the first 100000 French sentences of the Europarl\(^1\) corpus and we used a subset of Arcade-II\(^2\) corpus composed of 1103 sentences in English and French as the translation reference. In order to compare the translation results of our approach with the results of the open source baseline system Moses, we used the same Europal bilingual corpus composed of the first 100000 sentences in English and French to train the language and translation models and we considered the same 1103 sentences of Arcade-II as a test corpus. We also considered that there is only one reference per test sentence and we used the BLEU score to evaluate the translation quality of the two systems. Our translation approach obtained a score of 21.33% and Moses obtained a score of 21.45%. These two scores are very close and are satisfactory taking into account that only 100000 sentences are used to train these two systems.

In order to show the relevance of using a deep linguistic analysis in machine translation, we used Google Translate\(^3\) to translate into French the sentence “Social security funds in Greece are calling for independence with regard to the investment of capital.”. Google Translate proposes the translation “Administrations de sécurité sociale en Grèce sont appelant à l’indépendance à l’égard de l’investissement de capitaux.”. Thereby, the compound word “Social security funds” has been translated by the compound word “Administrations de sécurité sociale” and the expression “are calling for” has been translated as “sont appelant”.

As we can see, our translation prototype proposes the compound word “fonds de la sécurité sociale” as a translation for the compound word “Social security funds” and the expression “appellent à” as a translation for the expression “are calling for”. These translations are better than those provided by Google Translate.

Table 1 shows the translation results ordered by their relevance given by our machine translation approach for the English sentence “Social security funds in Greece are calling for independence with regard to the investment of capital.”.

<table>
<thead>
<tr>
<th>Relevance</th>
<th>Translation candidate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>les fonds de la sécurité sociale en Grèce appellent à l’autonomie concernant l’investissement des capitaux.</td>
</tr>
<tr>
<td>2</td>
<td>les fonds de sécurité sociale en Grèce appellent à l’autonomie concernant l’investissement des capitaux.</td>
</tr>
<tr>
<td>3</td>
<td>les fonds de la sécurité sociale en Grèce appellent à l’autonomie concernant l’investissement des fonds.</td>
</tr>
<tr>
<td>4</td>
<td>les fonds de sécurité sociale en Grèce appellent à l’autonomie concernant l’investissement des fonds.</td>
</tr>
<tr>
<td>5</td>
<td>les fonds de la sécurité sociale en Grèce appellent à l’autonomie concernant l’investissement des capitaux.</td>
</tr>
</tbody>
</table>

Table 1: The first five translations returned for the English sentence “Social security funds in Greece are calling for independence with regard to the investment of capital.”

5 Conclusion and Future Work

This paper proposed a new hybrid approach for English-French machine translation combining a cross-language search engine and a statistical language model trained from a monolingual
corpus. The results we obtained showed that it is possible to improve machine translation performance by combining a good bilingual lexicon with a large statistical language model. In addition, using a deep linguistic analysis on the sentence to translate and also on the indexed sentences allowed the search engine to present relevant translations on the top of the list of the translation candidates. In order to confirm these results, we are currently working on a large evaluation of our approach and in the same time we are adapting it for a new language pair English-Arabic.

Acknowledgments

This research work is supported by the FINANCIALWATCH (QNRF NPRP: 08-583-1-101) project.

References


ML4HMT 2011

Shared Task on
Applying Machine Learning Techniques to Optimise the Division of Labour in Hybrid Machine Translation

19th November 2011

Barcelona Media
BARCELONA

Sponsors
Shared Task on Applying Machine Learning Techniques to Optimise the Division of Labour in Hybrid Machine Translation (ML4HMT-2011)

(http://www.dfki.de/ml4hmt/)

Barcelona (Spain) · Saturday, November 19th, 2011

The "Shared Task on Optimising the Division of Labour in Hybrid MT" is an effort to trigger systematic investigation on improving state-of-the-art Hybrid MT, using advanced machine-learning (ML) methodologies. The main focus of the shared task is trying to answer the following question: Can Hybrid/System Combination MT techniques benefit from extra information (linguistically motivated, decoding and runtime) from the different systems involved?

Participants of the challenge are requested to build hybrid translations by combining the output of several MT systems of different types. Four participating combination systems, each following a different solution strategy, have been submitted to the shared task. We have computed automated metric scores and conducted an extensive manual evaluation campaign to assess the quality of the hybrid translations. Interestingly, the system winning nearly all the automatic scores only reached a third place in the manual evaluation. Vice versa, the winning system according to manual rankings ranked last place in the automatic metric scores based evaluation. This clearly indicates that more systematic investigation of hybrid system combination approaches, both on a system level and on the evaluation of such systems, needs to be undertaken.

We will work on an updated version of the corpus for the next edition of this shared task, and we will further focus on the integration of advanced machine learning techniques as these are expected to support better exploitation of our corpus’ data properties.

We are looking forward to an interesting workshop and want to thank the participants for their efforts during the ML4HMT-2011 Shared Task.

Acknowledgments

This work has been funded under the Seventh Framework Programme for Research and Technological Development of the European Commission through the T4ME contract (grant agreement no.:249119).

We thank the organisers of LIHMT 2011 for their support.

Organisation committee

Toni Badia (Pompeu Fabra University, Spain)
Christian Federmann (German Research Center for Artificial Intelligence, Germany)
Josef van Genabith (Dublin City University, Ireland)
Maite Melero (Barcelona Media Innovation Center, Spain)
Eleftherios Avramidis (German Research Center for Artificial Intelligence, Germany)
Pavel Pecina (Dublin City University, Ireland)
Marta R. Costa-jussà (Barcelona Media Innovation Center, Spain)
Venue
Barcelona Media
Av. Diagonal, 177, 9th floor
Barcelona, Spain

Programme

09:15 Welcome
09:30 Toni Badia (BM) “Introduction to the ML4HMT Shared Task Workshop”
09:40 Patrick Lambert (LIUM) “The MANY System @ML4HMT-2011”
10:30 Tsuyoshi Okita (DCU) “DCU System Combination @ML4HMT-2011”
11:00 Eleftherios Avramidis (DFKI) “DFKI System Combination with sentence ranking @ML4HMT-2011”
11:30 Coffee break
12:00 Christian Federmann (DFKI) “DFKI System Combination using Syntactic Information @ML4HMT-2011”
12:30 Christian Federmann (DFKI) “Comparison of overall results @ML4HMT-2011”
12:40 Alon Lavie (CMU) “MEMT: Alignment-based MT System Combination with Linguistic and Statistical Features”
13:10 Discussion Panel chair: Patrick Lambert (LIUM), Alon Lavie (CMU), Cristina España-Bonet (UPC) and Christian Federmann (DFKI). Topics include:
   (i) Two Hybrid paradigms: Multi- vs Single-system
   (ii) In the Multi-system approach: can Hybrid/System Combination MT techniques benefit from extra information (linguistically motivated, decoding and runtime) from the different systems involved?
   (iii) Evaluation in the Multi-system approach: do we evaluate the output in isolation or do we use evaluation information from the different systems involved?
14:00 Lunch

The ML4HMT workshop is supported by
About META-NET

META-NET is a Network of Excellence dedicated to fostering the technological foundations of a multilingual European information society. Language Technologies will:

- enable communication and cooperation across languages,
- secure users of any language equal access to information and knowledge,
- build upon and advance functionalities of networked information technology.

A concerted, substantial, continent-wide effort in language technology research and engineering is needed for realising applications that enable automatic translation, multilingual information and knowledge management and content production across all European languages. This effort will also enhance the development of intuitive language-based interfaces to technology ranging from household electronics, machinery and vehicles to computers and robots.

To this end META-NET is building the Multilingual Europe Technology Alliance (META). Bringing together researchers, commercial technology providers, private and corporate language technology users, language professionals and other information society stakeholders. META will prepare the necessary ambitious joint effort towards furthering language technologies as a means towards realising the vision of a Europe united as one single digital market and information space.

http://www.meta-net.eu/
## Table of Contents

**Machine Translation System Combination with MANY for ML4HMT**  
Loïc Barrault and Patrik Lambert  
---  
**DCU Confusion Network-based System Combination for ML4HMT**  
Tsuyoshi Okita and Josef van Genabith  
---  
**DFKI System Combination with Sentence Ranking at ML4HMT-2011**  
Eleftherios Avramidis  
---  
**DFKI System Combination using Syntactic Information at ML4HMT-2011**  
Christian Federmann, Sabine Hunsicker, Yu Chen and Rui Wang  
---  
**Results from the ML4HMT Shared Task on Applying Machine Learning Techniques to Optimise the Division of Labour in Hybrid MT**  
Christian Federmann
Machine Translation System Combination with MANY for ML4HMT

Loïc Barrault and Patrik Lambert
LIUM, University of Le Mans
Le Mans, France.
FirstName.LastName@lium.univ-lemans.fr

Abstract
This paper describes the development of a baseline machine translation system combination framework with the MANY tool for the 2011 ML4HMT shared task. Hypotheses from French–English rule-based, example-based and statistical Machine Translation (MT) systems were combined with MANY, an open source system combination software based on confusion networks decoding currently developed at LIUM. In this baseline framework, the extra information about the MT systems provided for the shared task was not used. The system combination yielded significant improvements in BLEU score when applied on system combination data.

1 Introduction
The “Machine Learning for Hybrid Machine Translation” (ML4HMT) workshop proposed a shared task which objective was to investigate whether system combination or hybrid machine translation techniques could benefit from extra information (linguistically motivated, decoding and runtime) from the different systems involved. Thus the focus was to improve the combination of several types of MT systems (rule-based, example-based and statistical) thanks to the extra information corresponding to each type of system.

The LIUM computer science laboratory participated in this shared task providing a baseline for it, that is a system combination without using any of the extra information provided by the organisers about each MT system. The one-best system outputs were combined using the MANY\(^1\) (Barrault, 2010) framework, an open source system combination software based on Confusion Networks (CN).

The MANY toolkit was run with all default options. These options, and more generally the various steps involved in the combination system, are described in Section 2. The data available for the shared task and the results obtained are presented in Section 3.

2 System description
MANY is a system combination software (Barrault, 2010) based on the decoding of a lattice made of several Confusion Networks (CN). This is a widespread approach in MT system combination (Rosti et al., 2007; Shen et al., 2008; Karakos et al., 2008; Rosti et al., 2009). MANY can be decomposed in two main modules: an alignment module and a decoder (see Figure 1), which are described in the next sections. A last section deals with parameter tuning.

---

\(^1\)MANY is available at the following address http://www-lium.univ-lemans.fr/~barrault/MANY
Alignment Module

The alignment module is actually a version of TERp (Snover et al., 2009) which has been modified to add some functionalities, such as alignment between a sentence and a confusion network. The alignment with TERp uses different costs (which correspond to an exact match, an insertion, a deletion, a substitution, a shift, a synonym match and a stem match) to compute the best alignment between two sentences. In the case of confusion networks, the match (substitution, synonyms, and stems) costs are considered when the word in the hypothesis matches (is a substitution, a synonyms or a stems of) at least one word of the considered confusion sets in the CN.

The role of the alignment module is to incrementally align the hypotheses against a backbone in order to create a confusion network, as depicted in Figure 2. Each hypothesis acts as backbone, the remaining hypotheses being aligned and merged to it beginning with the nearest in terms of TER and ending with the more distant one. If there are \(M+1\) hypotheses to combine, \(M+1\) confusion networks are generated. Those confusion networks are then connected together into a single lattice by adding a first and last node. The probability of the first arcs (later named priors) must reflect how well such system provides a well structured hypothesis.

Decoder

The decoder is based on the token pass algorithm and it accepts as input the lattice previously created. The probabilities computed in the decoder can be expressed as follow:

\[
\log(P_W) = \sum_i \alpha_i \log(h_i(t)) 
\]

where \(t\) is the hypothesis, the \(\alpha_i\) are the weights of the feature functions \(h_i\). The following features are considered for decoding:

- The language model probability: the probability given by a 4-gram language model.
- The word penalty: penalty depending on the size (in words) of the hypothesis.
- The null-arc penalty: penalty depending on the number of null-arcs crossed in the lattice to obtain the hypothesis.
- System weights: each word receive a weight corresponding to the sum of the weights of all systems which proposed it.

At the beginning, only one token is created at the first node of the lattice. Then this token spreads over the consecutive nodes, accumulating the score on the arc it crosses, the language model probability of the word sequence generated so far and null or length penalty if applicable. The number of tokens can increase really quickly to cover the whole lattice, and, in order to keep it tractable, only the \(N_{max}\) best tokens are kept (the others are discarded), where \(N_{max}\) can be set at the start. Other methods to restrict the number of tokens (like pruning based on score or other heuristics) can easily be implemented in this software, but this has not been implemented yet.

Tuning

According to recent experiments (Barrault, 2011), it is better to consider the tuning of the alignment module parameters and the decoder parameters in two distinct steps.
By default, TERp costs are set to 0.0 for match and 1.0 for everything else. These costs are not optimal, since a shift in that case will hardly be possible. However, tuning these costs (with Condor, a numerical optimizer based on Powell’s algorithm, (Berghen and Bersini, 2005)) never showed significant improvements so far. Thus the default configuration in the current version of MANY is to keep default TERp weights for alignment.

Decoder feature functions weights were optimized with MERT (Och, 2003). The 300-best list created at each MERT iteration was appended to the n-best lists created at previous iterations. This proved to be a more reliable tuning than previous tuning of decoder weights performed with Condor (Barrault, 2011).

3 Shared Task

The task consisted in combining the outputs of the following five MT systems: Joshua (hierarchical), Lucy (rule-based), Metis (working with a monolingual target corpus and a bilingual dictionary only), Apertium (rule-based) and Matrex (combination of example-based and phrase-based SMT features). Outputs of these MT systems were provided on a development set to tune the combination framework, and on a test set to produce the combination output to be evaluated. We took as input of our combination system the one-best plain text output extracted from the xml file for each MT system. The original case was preserved (lower case for the Joshua output and true case for the rest of systems) and the texts were tokenized. Statistics of the development (dev) and test sets calculated on the reference after tokenization are presented in Table 1.

<table>
<thead>
<tr>
<th>NAME</th>
<th>#sent.</th>
<th>#words</th>
</tr>
</thead>
<tbody>
<tr>
<td>dev</td>
<td>1025</td>
<td>23908</td>
</tr>
<tr>
<td>test</td>
<td>1026</td>
<td>25863</td>
</tr>
</tbody>
</table>

Table 1: ML4HMT shared task corpora : number of sentences and running words (after tokenization) calculated on the reference.

Language model. The English target language model has been trained on the only data set allowed for the shared task, namely the News Commentary corpus provided for the MT shared task of the Sixth Workshop of Statistical Machine Translation (WMT 2011).² This corpus contains 180k running words of quality commentary articles about the news. We used the SRILM toolkit (Stolcke, 2002) to train a 4-gram back-off language model with Kneser-Ney (Kneser and Ney, 1995) smoothing.

Tuning. The alignment module was run on the dev set MT hypotheses without tuning, keeping the default TERp weights (0 for exact match and 1 for the other costs). Decoding of the resulting lattice of confusion networks was tuned using MERT to obtain the set of decoder feature functions weights which provides the best scoring combination output on the dev set. The optimum set of parameters obtained is presented in Table 2. The system thus gave a higher weight to words coming from the hypothesis proposed by Lucy, then by Matrex, Apertium, Joshua, and it weighted negatively words proposed by Metis.

<table>
<thead>
<tr>
<th>System</th>
<th>BLEU</th>
<th>TER</th>
<th>METEOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joshua</td>
<td>13.80</td>
<td>67.30</td>
<td>52.71</td>
</tr>
<tr>
<td>Lucy</td>
<td>22.70</td>
<td>61.97</td>
<td>57.62</td>
</tr>
<tr>
<td>Metis</td>
<td>9.09</td>
<td>80.02</td>
<td>41.36</td>
</tr>
<tr>
<td>Apertium</td>
<td>21.61</td>
<td>62.88</td>
<td>55.25</td>
</tr>
<tr>
<td>Matrex</td>
<td>20.18</td>
<td>60.18</td>
<td>56.55</td>
</tr>
<tr>
<td>MANY</td>
<td>24.36</td>
<td>58.55</td>
<td>56.25</td>
</tr>
</tbody>
</table>

Table 3: Automatic scores on the test set for the single MT hypotheses and their combination with MANY.

<table>
<thead>
<tr>
<th>System</th>
<th>LM weight</th>
<th>Word penalty</th>
<th>Null penalty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joshua</td>
<td>0.032</td>
<td>0.23</td>
<td>0.010</td>
</tr>
<tr>
<td>Lucy</td>
<td>-0.013</td>
<td>-0.27</td>
<td>+0.014</td>
</tr>
<tr>
<td>Metis</td>
<td></td>
<td></td>
<td>-0.21</td>
</tr>
<tr>
<td>Apertium</td>
<td></td>
<td></td>
<td>-0.22</td>
</tr>
<tr>
<td>Matrex</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Parameters obtained with tuning decoder parameters with MERT.

²http://www.statmt.org/wmt11/
The evaluation results are shown in Table 3. The combination with MANY improves the best single system BLEU score (Lucy) by 1.6 points, the best single system TER score (Matrex) by 1.6 points, but its METEOR score is 1.3 points below the one of the best single system (Matrex).

Another remark about the results is that the ranking of the systems resulting from the weights obtained during tuning (Table 2), namely Lucy/Matrex/Apertium/Joshua/Metis, is consistent with the METEOR score ranking, and close to the BLEU or TER rankings.

4 Conclusions and perspectives

We ran the MANY system combination toolkit on five MT systems of different types provided for the ML4HMT workshop shared task. The combination achieved a better BLEU score and TER score than the best single system (with a 1.6 point gain in both cases), but a worse METEOR score. We emphasize that in the current version, although MANY can benefit from various information sources, the decision taken by the decoder mainly depends on a target language model. Thus the decision to restrict the size of the authorized monolingual training corpus was a severe limitation. In the future, we want to estimate good confidence measure to use in place of the systems priors. These confidences measures have to be related to the system performances, but also to the complementarity of the systems considered.

Finally, we want to give some ideas of how extra information about the MT systems could be taken into account within MANY. The decoder could benefit from information related to the hypothesis, such as the phrase pairs used and their probabilities, or the language model probabilities of each n-gram. The search space could be extended with synonyms, paraphrases or other types of information.

5 Acknowledgements

This work has been partially funded by the European Union under the EuroMatrix Plus project (http://www.euromatrixplus.net, IST-2007.2.2-FP7-231720).

References


DCU Confusion Network-based System Combination for ML4HMT

Tsuyoshi Okita
Dublin City University
Glasnevin, Dublin 9, Ireland
tokita@computing.dcu.ie

Josef van Genabith
Dublin City University
Glasnevin, Dublin 9, Ireland
josef@computing.dcu.ie

Abstract

This paper describes a system combination module in the MaTrEx (Machine Translation using Examples) MT system developed at Dublin City University. We deployed this module to the evaluation campaign for the ML4HMT task, achieving an improvement of 2.16 BLEU points absolute and 9.2% relative compared to the best single system.

1 Introduction

This paper describes a system combination module in the MaTrEx (Machine Translation using Examples) MT system developed at Dublin City University. We deployed this module to the evaluation campaign for the ML4HMT task.

System combination techniques often rely on the Minimum Bayes Risk decoder (MBR decoder) (Kumar and Byrne, 2002) with and without confusion network. Our system combination approach uses the MBR decoder with the confusion network (Bangalore et al., 2001; Matusov et al., 2006; Du et al., 2009). One notable addition in this paper is in the optimization procedure (presented in Section 2) which considers all the possible combinations of given inputs and may result in excluding the outputs of some of the systems participating in system combination architecture. As far as we know, there is no paper yet which discusses in detail how to best select from the provided set of single best translations. This paper also seeks to explain the mechanism why this selection works.

The alternative approach which does not use the confusion network tends to address the problem when the MBR decoder has to handle larger $n$ in its $n$-best lists (Tromble et al., 2008; DeNero et al., 2009).

The remainder of this paper is organized as follows. Section 2 describes the system combination strategy we used in this evaluation campaign. In Section 3, our experimental results are presented. In Section 4, we discuss why one inferior system is better removed in the overall system combination strategy. We conclude in Section 5.

2 Our System Combination Strategy

Let $E$ be the target language, $F$ be the source language, and $M(\cdot)$ be an MT system which maps some sequence in the source language $F$ into some sequence in the target language $E$. Let $\mathcal{E}$ be the translation outputs of all the MT systems. For a given reference translation $E$, the decoder performance can be measured by the loss function $L(E, M(F))$. Given such a loss function $L(E, E')$ between an automatic translation $E'$ and the reference $E$, a set of translation outputs $\mathcal{E}$, and an underlying probability model $P(E|F)$, a MBR decoder is defined as in (1) (Kumar and Byrne, 2002):

$$\hat{E} = \arg \min_{E' \in \mathcal{E}} R(E')$$

$$= \arg \min_{E' \in \mathcal{E}} \sum_{E' \in \mathcal{E}} L(E, E') P(E|F) \quad (1)$$

where $R(E')$ denotes the Bayes risk of candidate translation $E'$ under the loss function $L$. We use BLEU (Papineni et al., 2002) as this loss function $L$. 

We now introduce the idea of searching for the optimal subset $\mathcal{E}_0$ among $\mathcal{E}$ (where $\mathcal{E}$ is the translation outputs of all the MT systems participating in the system combination). The motivating example is shown in Table 1. In this example, five MT output sequences “aaac”, “bbcd”, “bbbd”, “bbcf”, and “ffbd” are given. Suppose that we calculate the expected matches of “bbcd”, which constitute the negative quantity in Bayes risk. If we use all the given MT outputs consisting of 5 systems, the expected matches sum to 2.1. If we discard the system producing “ffbd” and only use 4 systems, the expected matches improve to 2.20. As a conclusion, it is not always the best solution to use the full set of given MT outputs, but to remove some MT output can be a good strategy. This suggests to consider all the possible subsets of the full set of MT outputs, as is shown in (2):

$$\hat{\mathcal{E}} = \arg \min_{\mathcal{E}_i \subseteq \mathcal{E}} \sum_{E \in \mathcal{E}_i} L(E, E') P(E|F) (2)$$

where $\mathcal{E}_0 \subseteq \mathcal{E}$ indicates that we choose $\mathcal{E}_0$ from all the possible subsets of $\mathcal{E}$ (or a power set of $\mathcal{E}$).

We now move on to obtain each value of $\arg \min_{E \in \mathcal{E}_i} \sum_{E' \in \mathcal{E}_i} L(E, E') P(E|F)$ and consider a confusion network which enables us to combine several fragments from MT outputs. In the first step, we select the sentence-based best single system via a MBR decoder. Note that single system outputs are often used as the backbone of the confusion network. For example in Table 2, system t1 is selected as the backbone. Note that the backbone determines the general word order of the confusion network.

In the second step, based on the backbone which is selected in the first step, we build the confusion network by aligning the hypotheses with the backbone. In this process, we used the TER distance (Snover et al., 2006) between the backbone and the hypotheses. We do this for all the hypotheses sentence by sentence. Note that in this process, deleted words are substituted as NULL words (or $\epsilon$-arcs). For example in Table 2, the lower half shows an example of a confusion network. hyp(t2), …, hyp(t5) are aligned according to the backbone(t1). Note that * denotes $\epsilon$-arcs, (D) denotes deletion, (I) denotes insertion, and (S) denotes substitution following the terminology in the TER distance literature. The right most column in Table 2 in the rows of the confusion network, that is 57.14, 71.43, and so forth, shows the TER score for this example.

In the third step, the consensus translation is extracted as the best path in the confusion network. The most primitive approach (Matusov et al., 2006) is to select the best word $\hat{e}_k$ by the word posterior probability via voting at each position $k$ in the con-

<table>
<thead>
<tr>
<th>system</th>
<th>MT output seqs</th>
<th>prob</th>
<th>expected matches</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>a a a c</td>
<td>0.30</td>
<td>expected-matches(aaac)=0.3<em>4+0.2</em>0+0.2<em>0+0.1</em>0=1.2</td>
</tr>
<tr>
<td>2</td>
<td>b b c d</td>
<td>0.20</td>
<td>expected-matches(bbcd)=0.3<em>0+0.2</em>4+0.2<em>3+0.2</em>3+0.1*1=2.1</td>
</tr>
<tr>
<td>3</td>
<td>b b b d</td>
<td>0.20</td>
<td>expected-matches(bbbd)=0.3<em>0+0.2</em>3+0.2<em>4+0.2</em>2+0.1*2=2.0</td>
</tr>
<tr>
<td>4</td>
<td>b b c f</td>
<td>0.20</td>
<td>expected-matches(bbcf)=0.3<em>0+0.2</em>3+0.2<em>2+0.2</em>4+0.1*0=1.8</td>
</tr>
<tr>
<td>5</td>
<td>f f b d</td>
<td>0.10</td>
<td>expected-matches(ffbd)=0.3<em>0+0.2</em>1+0.2<em>2+0.2</em>0+0.1*4=1.0</td>
</tr>
</tbody>
</table>

Table 1: Motivating examples. MBR decoding can be schematically described as the expectation of the number of matching between the MT output sequence and some sequence, as is described in this table. The upper row shows the MT output sequences consisting of 5 systems, while the lower row shows the MT output sequences consisting of 4 systems. In this case, the expected matches of “bbcd” for 4 systems (lower row) are better than those for 5 systems (upper row). This suggests that it may be better to remove extremely bad MT output from the inputs of system combination.

We now move on to obtain each value of $\arg \min_{E \in \mathcal{E}_i} \sum_{E' \in \mathcal{E}_i} L(E, E') P(E|F)$ and consider a confusion network which enables us to combine several fragments from MT outputs. In the first step, we select the sentence-based best single system via a MBR decoder. Note that single system outputs are often used as the backbone of the confusion network. For example in Table 2, system t1 is selected as the backbone. Note that the backbone determines the general word order of the confusion network.

In the second step, based on the backbone which is selected in the first step, we build the confusion network by aligning the hypotheses with the backbone. In this process, we used the TER distance (Snover et al., 2006) between the backbone and the hypotheses. We do this for all the hypotheses sentence by sentence. Note that in this process, deleted words are substituted as NULL words (or $\epsilon$-arcs). For example in Table 2, the lower half shows an example of a confusion network. hyp(t2), …, hyp(t5) are aligned according to the backbone(t1). Note that * denotes $\epsilon$-arcs, (D) denotes deletion, (I) denotes insertion, and (S) denotes substitution following the terminology in the TER distance literature. The right most column in Table 2 in the rows of the confusion network, that is 57.14, 71.43, and so forth, shows the TER score for this example.

In the third step, the consensus translation is extracted as the best path in the confusion network. The most primitive approach (Matusov et al., 2006) is to select the best word $\hat{e}_k$ by the word posterior probability via voting at each position $k$ in the con-

---

1A power set of $\mathcal{E} = \{1, 2\}$ is $\{\{1, 2\}, \{1\}, \{2\}, \emptyset\}$.
fusion network, as in (3):

$$\hat{E}_k = \arg \max_{e \in \hat{E}} p_k(e|F)$$  \hspace{1cm} (3)

Note that this word posterior probability can be used as a measure how confident the model is about this particular word translation (Koehn, 2010), as defined in (4):

$$p_i(e|F) = \sum_j \delta(e, e_{j,i})p(e_j|F)$$  \hspace{1cm} (4)

where $e_{j,i}$ denotes the $i$-th word and $\delta(e, e_{j,i})$ denotes the indicator function which is 1 if the $i$-th word is $e$, otherwise 0. However, in practice as is shown by (Du et al., 2009; Leusch et al., 2009), the incorporation of a language model in this voting process will improve the quality further. Hence, we use the following features in this voting process: word posterior probability, 4-gram and 5-gram target language model, word length penalty, and NULL word length penalty. Note that Minimum Error-Rate Training (MERT) is used to tune the weights of the confusion network. In Table 2, “since the previous day a team of almost 1000 policemen is in charge of security.” is selected in this voting process. In the final step, we remove the $\epsilon$-arcs if existed.

3 Experiments

We use MERT (Och, 2003) internally to tune the weights and language modeling is provided by SRILM (Stolcke, 2002). We did not use any external language data resources.

Our results as obtained by the system described in Section 2 (which automatically selects and discards translations provided by the component MT systems) are shown in the results line in Table 3. Although the organizers provide the reference set for the testset, the decision that we make in the following is based on the results obtained on the development set performance since we cannot access the reference set in “real life” situations. Due to the performance on the development set, we tuned the parameters in our system as is described in Section 2.

The improvement in BLEU was 2.16 points absolute and 9.2% relative compared to the performance of system t2, the single best performing system (we optimized according to BLEU). Except for METEOR, we achieved the best performance in NIST (0.14 points absolute and 2.1% relative), WER (0.71 points absolute and 1.1% relative) and PER (0.64 points absolute and 1.3% relative) as well.

In order to shed further light on the intermediate results, we sampled three combinations of single best translation outputs, which are shown in Table 3 as well. Combination 1 includes all of the five single best translation outputs. Combination 2 includes t1, t2, t4, and t5 which eliminates system t2 which performed worst in terms of development set perfor-
mance. Combination 3 includes t2, t4, and t5 which eliminates the two worst systems in terms of the development set performance.

It is evident that our overall result is equivalent to Combination 2. Combination 2 achieved the best performance among these three combinations in NIST (0.13 points absolute and 2% relative), WER (0.70 points absolute and 1.1% relative) and PER (0.66 points absolute and 1.4% relative) as well. Combination 1 is second best in terms of BLEU scores. The improvement in BLEU was 1.68 points absolute and 1.4% relative. Combination 3 achieves 1.61 points improvement absolute and 6.9% relative.

### 4 Discussion

In Statistical Machine Learning (Vapnik, 1998), the term Bayes risk refers to the minimum risk over all possible measurable functions. This strategy leads to find the best hypothesis under the worst case analysis which is called agnostic learning (Kearns et al., 1994). In agnostic learning, with probability 1-δ, the number of training samples sufficient to ensure that every hypothesis H having zero training error will have a true error m of at most ɛ, is investigated as is shown in (5):

\[ m \geq \frac{1}{\varepsilon} \left( \ln |H| + \ln \frac{1}{\delta} \right) \]  

(5)

In Support Vector Machines (Vapnik, 1998; Cristianini and Shawe-Taylor, 2000), this strategy is called the empirical risk minimization or the structural risk minimization. For example, in the case of an (independent) regression problem, Bayes risk is defined as in (6):

\[ R(t) = \inf_{g} R(g) \]  

where \( t \) is a target function and \( g \) is a true function. Bayes risk can be further rewritten as in (7):

\[ R(g) = P(g(X) \neq Y) = \mathbb{E}(1_{g(X) \neq Y}) \]  

(7)

where 1 denotes an indicator function. As we cannot measure this risk since \( P \) is unknown, we use the following empirical risk (8) to measure the performance:

\[ R_n(g) = \frac{1}{n} \sum_{i=1}^{n} 1_{g(X_i) \neq Y_i} \]  

(8)

This leads to the theory of worst case analysis taken by Support Vector Machines. To seek minimal risk is equivalent to seeking high probability mass in the hypothesis space since Eq (8) counts how many \( g(X_i) \) and \( Y_i \) disagree with each other. We seek high counts of disagreement.

---

<table>
<thead>
<tr>
<th>results</th>
<th>NIST</th>
<th>BLEU</th>
<th>METEOR</th>
<th>WER</th>
<th>PER</th>
</tr>
</thead>
<tbody>
<tr>
<td>combination 1 (1,2,3,4,5)</td>
<td>6.7151</td>
<td>0.2505</td>
<td>0.5701207</td>
<td>60.6993</td>
<td>45.5148</td>
</tr>
<tr>
<td>combination 2 (1,2,4,5)</td>
<td>6.8419</td>
<td>0.2553</td>
<td>0.5683086</td>
<td>59.9591</td>
<td>44.5357</td>
</tr>
<tr>
<td>combination 3 (2,4,5)</td>
<td>6.7722</td>
<td>0.2498</td>
<td>0.5687383</td>
<td>60.6723</td>
<td>45.2257</td>
</tr>
</tbody>
</table>

Table 3: We do experiments and obtained the results as above (See the results line). All the scores are on testset except those marked * (which are on devset). On comparison, we did sampling of three combinations of the single systems, which shows that our results are equivalent to the combination 2. These experimental results validate our motivating results: it is often the case that some radically bad translation output may harm the final output by system combination. In this case, system t3 whose BLEU score is 12.62 has a negative effect on the results of system combination. The results: it is often the case that some radically bad translation output may harm the final output by system combination.

---

2 Let us consider an input space \( X \) and output space \( Y \). We assume that a set of \( n \) IID pairs \((X_i, Y_i)\) sampled according to an unknown but fixed distribution \( P \). Suppose that our task is to predict a function \( g : X \rightarrow Y \) where we call \( g \) a true function. Now, let \( t \) be a target function \( t(x) = sgn \eta(x) \) where \( \eta(x) = E[Y | X = x] = 2P[Y = 1 | X = x] - 1 \).
In the case of Machine Translation, this analogy can be extended. As is shown in Eq (1), MBR decoding seeks to obtain the translations whose probability mass are concentrated (Koehn, 2010) where each word is split as in Eq (4) if we take the confusion network-based approach of system combination. Hence, if the same words appear in the same word position, such words may occupy the high probability mass in Eq (4). If we include incorrect translation output among candidate translation outputs in the same word position, incorrect words may occupy the high probability mass. Then, the resulting output may include such bad words, causing the overall BLEU score to be low. Although this is not a conclusive explanation, this explains the possibility in a qualitative way why our combination 1 can be worse than our combination 2 in Table 3.

5 Conclusion and Further Studies

This paper describes the system combination module in the MT system MaTrEx developed at Dublin City University. We deployed the system combination module to this evaluation campaign. In this paper, we introduce a new input selection mechanism which removes some radically bad systems for the sake of achieving final better overall performance. Although this phenomenon was observed between JP-EN (Okita et al., 2010b), we implemented this mechanism in the procedure in this paper and showed the same to hold between ES-EN. Improvement was 2.16 BLEU points absolute and 9.2% relative compared to the best single system.

Further study will investigate the effect of bad translation inputs in system combination. Currently our implementation of Eq (2) is somewhat naive, in that the approach considers all subsets of translations contributed by the individual MT systems. We will work on a strategy how to select translation inputs optimally. In particular, such a discussion will be fruitful if our inputs are the 1000-best list as in the case of Tromble et al. (Tromble et al., 2008) and DeNero et al. (DeNero et al., 2009). Their improvements are in general quite small compared to the confusion network-based approach. As is shown in Figure 1, the 100-best list and the 1000-best list produced by Moses (Koehn et al., 2007) tend not to be sufficiently different and do not produce meaningful translation alternatives. As a result, their BLEU score tends to be low compared to the (nearly best) single systems. This means that in our strategy those MT inputs may be better removed rather than employed as a useful source in system combination.

Figure 1: The upper left figure shows the count of exact matches among the translation outputs of Moses as a 100-best list after stop-word removal and sorting; We project each sentence in a 100-best list onto vector space model and count the number of points. The lower left figure shows the same quantity for a 1000-best list. The upper right figure shows the same quantity for a 7-multiple reference (human translation). We use the parallel data of IWSLT 07 JP-EN where we use devset5 (500 sentence pairs) as a development set and devset4 (489 sentence pairs) as a test set; 7-multiple references consist of devset4 and devset5 (989 sentence pairs). For example, the upper left figure shows that 7% of sentences produce only one meaningful sentence in a 100-best list and the other 99 sentences in a 100-best list is just a reordered version. In contrast, the upper right figure of human translation shows that more than 70% of sentences in 7 multiple references are meaningfully different.

Yet another avenue for further study is to provide prior knowledge into the system combination module. In word alignment, one successful strategy is to embed prior knowledge about alignment links (Okita et al., 2010a; Okita, 2011; Okita and Way, 2011), which work as the link between statistical learning and linguistic resources. We have shown that the selection of MT input sentences is an effective strategy in this paper. Similarly, it would be interesting to incorporate some prior knowledge about
system combination, for example, (in)correct words or phrases in some particular translation output.
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Abstract

We present a pilot study on a Hybrid Machine Translation system that takes advantage of multilateral system-specific metadata provided as part of the shared task. The proposed solution offers a machine learning approach, resulting into a selection mechanism able to learn and rank system outputs on the sentence level, based on their quality. For training, due to the lack of human annotations, word-level Levenshtein distance has been used as a quality indicator, whereas a rich set of sentence features was extracted and selected from the dataset. Three classification algorithms (Naive Bayes, SVM and Linear Regression) were trained and tested on pairwise featured sentence comparisons. The approaches yielded high correlation with original rankings (τ = 0.52) and selected the best translation in 54% of the cases.

1 Introduction

Optimizing Machine Translation (MT) performance through Hybrid Machine Translation has been a long standing goal, given the possible benefit from combining systems of different theoretical backgrounds (Habash, 2003). So far, research has adopted several approaches to MT system combinations. A vast majority of them treat the participating MT systems as black boxes, aiming to combine them based on some universal measure of quality (Callison-Burch and Flournoy, 2001). This has also allowed combinations of different outputs to take place on a word or phrase level (Matusov et al., 2006; Rosti et al., 2007; Hillard et al., 2007).

Meanwhile, there have been many suggestions that information derived from the translation process can contain useful hints for the quality of the produced output. Positive results have been shown on the development of Confidence Estimation metrics, in most of the cases complementing other universal features (Quirk, 2004; Rosti et al., 2007; Specia et al., 2009). Though, the best way to take advantage of such information, deriving from systems of different origin, remains still an open question.

Here we demonstrate a pilot study which tries to take advantage of the multi-dimensional and heterogeneous annotation annotation over MT output, provided in the frame of the ML4HMT-2011 shared task. In Section 2, we try to re-formulate the problem in a way which is easier to approach using Machine Learning (ML). In Section 3, we show how a suitable feature set has been extracted. In Section 4 we show the performance of Machine Learning algorithms and in Section 5 we provide a discussion of the results.

2 Re-formulation of the problem

2.1 Focus on a sentence level

The ML4HMT-2011 corpus provides a development and a test set of approximately 1,000 sentences each, translated by 5 different systems. Each translation output is accompanied with metadata referring to parts of the process each system performed. Although the annotation is rich, the main difficulty of the task relies on the fact that each system provides a different set of metadata, which are scattered over different derivation steps, that are not comparable through with other. For example, statistical systems provide statistics on the decoding steps and their search algorithm, while rule-based systems yield several derivation
steps within their tree analyses. For this reason, a simplified approach would be to restrict the granularity of the combination on the sentence level. This allows for a better picture on the compilation of the feature vectors that are required in a ML approach. It could also be applied for selecting the backbone translation in other MT combination approaches.

2.2 Pairwise decisions and ranking

Working on a sentence level leads to the goal of building an empirical selection mechanism, which would be able to estimate the quality of the generated sentence alternatives on the fly and choose accordingly. A draft learning approach on this direction would use a classification method, where the id of the best system serves as the class, and metadata from all alternative outputs forms the feature vector for the classification. This approach, however, would result in a really difficult problem to solve, given also the size of the data, which would probably lead into sparseness problems.

Instead, we consider the tactic of breaking the quality judgement into pairwise comparisons, between all the 5 translation outputs per source sentence. This gives a total of about 17,000 training instances with binary classes, which makes the training of a classifier more plausible. Additionally, the classifier now has to “learn” and provide a binary answer to the much simpler question “which of these two sentences is better?”, given the meta-data from the two systems themselves. The pairwise (positive or negative) judgments are then summed up, so as to order the 5 outputs based on their predicted quality. We have therefore reformulated the problem into modelling a quality ranking of the sentences. Coming back to the system combination requirement, the best ranked sentence can then be selected for the combined output.

2.3 Supervised learning

It would make sense to try to learn such a mechanism, given a training set with relatively reliable quality indicators, for example, results of human evaluation. Unfortunately, although a development set has been provided, it does not include an objective measurement of quality within each set of 5 alternatives. The only relevant information can be derived from the reference translation, which, in a way, forms the gold translation that the MT systems should reach. As an answer to this question, we examined the so-called segment-level metrics that could provide this information. In the end, word-level Levenshtein distance seemed to adhere better to our needs. So, thereafter we consider this as a quality indication and we will develop and evaluate the ML outcome based on it. This would provide us with an intuition for the learning capabilities of the approach and allow a potential shift to gold human judgments, when these are available.

3 Extracting and selecting features

Given the decisions described above, the various multilateral and overlapping annotations on several levels of the translation process have to be converted to a shallow set of sentence-level features.

3.1 Defining sentence-level features

Based on our intuition given the knowledge about the functioning of each system, we extracted the following features:

- **Joshua**: overall translation probability, tuned weights, count of phrases. Decoding search features included the number of pre-pruned, added, merged nodes, and of fuzzy matches. Three sentence-level statistics were derived from the sequence of feature scores for every decoding step leading to the dominant output: average, standard deviation and variance.

- **MaTrEx**: overall translation probability, tuned weights, count of phrases. As done above, three sentence-level statistics were derived from the sequence of phrase scores and future cost estimates: average, standard deviation and variance.

- **Lucy**: indication that the system performed phrasal analysis and segment combination in the transfer phase (Federmann and Hunsicker, 2011), counts of all nodes appearing in the derivation trees.

- **All**: Scores provided by external linguistic analysis tools, including language model probability (bi-gram, tri-gram, 5-gram), PCFG parsing score (ratio of target to source), number of tokens, number of unknown words. This information was needed for the systems which had no other features easily extractable.
N-gram features have been generated with the SRILM toolkit (Stolcke, 2002) using a language model trained over all monolingual training sets for the WMT 2011 Shared Task (Callison-Burch et al., 2011), interpolated on the 2007 test set. PCFG parsing was done with the Berkeley Parser (Petrov and Klein, 2007), trained over an English and a Spanish treebank (Mariona Taulé and Recasens, 2008). The feature selection algorithms (as well as the learning algorithms below) were implemented with the Orange toolkit (Demšar et al., 2004).

### 3.2 Feature selection

The whole extraction process, despite the fact that many other annotations were ignored, resulted in a set of more than 50 features per sentence (particularly due to the counts of tree tags). Many machine learning algorithms perform better when they are provided rather smaller sets of uncorrelated features. Even for the algorithms that perform sentence selection themselves, big sets increase the complexity and required runtime.

Three feature selection algorithms were examined as a first step. We computed scores for all attributes based on ReliefF (Kononenko, 1994), Information Gain (Kullback and Leibler, 1951), Gain Ratio and Gini index (Ceriani and Verme, 2011), which can be seen in Tables 1 and 2. We chose the features that have a score higher than 0.01 in either of the metrics.

### 4 Machine learning algorithms

For the actual task of learning the pairwise comparisons, we trained a SVM, a Naïve Bayes (Cleveland, 1979) and a linear classifier. Feature selection was applied for the latter two, as well as imputation for the missing feature values. Due to implementation issues SVM was lacking the features of category “all” (Section 3). We computed the pairwise accuracy (p.ac.) of the classification, the segment-level tau coefficient (τ), which indicates the correlation with the rankings produced with word-level Levenshtein distance and the accuracy when focusing only on whether the best rank was predicted (b.ac), all measured over the test set. The results can be seen in Table 3.

### 5 Discussion

Best-rank accuracy indicates that the classifiers managed to provide the best solution right away, in 50-54% of the cases. This is relatively low, but it can be still considered a small success, given the fact that the probability of random selection out of the five alternatives would be 20%. With some manual evaluation look-up in the classification performed by SVM, we were able to draw the conclusion that this has mostly to do with the fact that the classifier comes to a level of uncertainty concerning the two best ranked sentences. So,

<table>
<thead>
<tr>
<th>feature</th>
<th>Inf. gain</th>
<th>Gain ratio</th>
<th>Gini</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lucy phrasal analysis</td>
<td>0.181</td>
<td>0.092</td>
<td>0.059</td>
</tr>
<tr>
<td>Joshua total probability</td>
<td>0.100</td>
<td>0.050</td>
<td>0.030</td>
</tr>
<tr>
<td>External 5gram score</td>
<td>0.000</td>
<td>0.037</td>
<td>0.000</td>
</tr>
<tr>
<td>MaTrEx std deviation of future cost</td>
<td>0.058</td>
<td>0.029</td>
<td>0.019</td>
</tr>
<tr>
<td>MaTrEx std deviation of probabilities</td>
<td>0.058</td>
<td>0.029</td>
<td>0.019</td>
</tr>
<tr>
<td>Joshua/MaTrEx phrase count</td>
<td>0.012</td>
<td>0.005</td>
<td>0.004</td>
</tr>
</tbody>
</table>

**Table 1: Results of feature selection by Information Gain, Gain Ratio and Gini Index**

<table>
<thead>
<tr>
<th>feature</th>
<th>RelieF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joshua total probability</td>
<td>0.064</td>
</tr>
<tr>
<td>Lucy phrasal analysis</td>
<td>0.023</td>
</tr>
<tr>
<td>MaTrEx total probability</td>
<td>0.012</td>
</tr>
<tr>
<td>Joshua merged nodes</td>
<td>0.011</td>
</tr>
<tr>
<td>Joshua word penalty variance</td>
<td>0.010</td>
</tr>
</tbody>
</table>

**Table 2: Results of RelieF feature selection**

<table>
<thead>
<tr>
<th>classifier</th>
<th>p.ac.</th>
<th>τ</th>
<th>b.ac</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.52</td>
<td>0.52</td>
<td>0.53</td>
</tr>
<tr>
<td>Bayes</td>
<td>0.63</td>
<td>0.43</td>
<td>0.54</td>
</tr>
<tr>
<td>Linear</td>
<td>0.51</td>
<td>0.25</td>
<td>0.50</td>
</tr>
</tbody>
</table>

**Table 3: Results of the classification process**
most of the times, contradictory judgments would lead to a tie for the two best scored systems, although only one of them needs to be selected. We believe that further processing needs to take place, so that ties as a result of uncertain classification, particularly for the first rank, can be eliminated.

The classifier built with SVM gives the best average sentence-level correlation. This means that it predicted the ranking of the systems better than the other systems, although there were mistakes. Though, the reproduced ranking was rarely too bad, since only 6% of the sentences had a negative tau coefficient. We can also note that the tau correlation given in this task is much higher than the ones achieved by evaluation metrics in WMT Shared Tasks (Callison-Burch et al., 2011), which go up to \( \tau = 0.35 \). Though, human rankings are not comparable with Levenshtein distance rankings, therefore no clear comparison can be done.

6 Conclusion

We presented an effort to reduce Hybrid Machine Translation selection into sentence-level ranking. Features extracted from the sentence level have been used to train three classification algorithms. SVM shows high sentence-level correlation with the original quality score, whereas Naı̈ve Bayes succeeds slightly better into choosing the best translation per sentence. The potential for further improvement, with more sophisticated feature extraction should be examined.
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Abstract

We present a substitution approach for the combination of machine translation outputs. Using a translation template derived from the output obtained from a rule-based translation engine, we identify parts of the template that could possibly be improved by adding in segments from other MT output. Substitution candidates are determined based on their part-of-speech. Alternative translations from the additional engines are retrieved by using word alignment. Substitution is based on several decision factors, such as part-of-speech, local left-/right-context, and language model probabilities. Our approach differs from other methods as it puts its main focus on preserving the syntactic structure inherited from the rule-based translation template. For the language pair Spanish-English an improvement in BLEU score can be observed.

1 Introduction

Statistical machine translation (SMT) systems have seen a lot of research progress during the last decade. They have effectively outperformed many existing, rule-based machine translation approaches due to their data-driven nature: SMT systems can be trained on large, parallel data sets and they can be tuned according to automated scoring metrics. This is often impossible for rule-based MT (RBMT) engines, in particular if they rely on hand-crafted rules and if they do not involve an overall probability model. This clearly indicates that such systems can profit from further research to catch up with and perhaps even beat current state-of-the-art statistical systems.

Rule-based translation output can have certain advantages over statistically translated content: the syntactic structure of the output is usually correct and complete and the word forms are properly generated. While this is often not fully reflected by standard automatic evaluation metrics such as BLEU (Papineni et al., 2001), it sometimes shows in manual evaluation where human evaluators notice the syntactic quality (i.e., grammaticality) of the output and rank RBMT output better than the automatic scores.

It is interesting to note that recently rule-based systems were able to outperform their statistical opponents in several open evaluation events (Callison-Burch et al., 2009; Callison-Burch et al., 2011). Furthermore, different machine translation paradigms seem to produce output containing complementary errors (Thurmair, 2009). Hence, it makes sense to search for effective ways of combining different systems in order to benefit from the respective advantages of different paradigms while trying to avoid their individual shortcomings. Therefore, we are more focusing on integrating systems of different types instead of applying general system combination techniques because previous results showing correlations between systems suggest that combining them has a great impact on the performance of the combined results (Macherey and Och, 2007).

Previous approaches on system combination include, among others, direct selection from the candidate translations (Callison-Burch and Flournoy, 2001; Akiba et al., 2001), combining word lattices...
or n-best lists (Frederking and Nirenburg, 1994), hypothesis regeneration with an SMT decoder (Chen et al., 2007; Eisele et al., 2008; Chen et al., 2009) and ROVER-like voting schemes on confusion networks (Jayaraman and Lavie, 2005; Matusov et al., 2006; Rosti et al., 2007; He et al., 2008; Leusch et al., 2009). The last approach constructs a confusion network based on pairwise word alignments of the translation hypothesis, which might be re-ordered. The voting module selects the best consensus translation from the confusion network based on several statistical models. The target language model plays an important role in the voting procedure. It is very likely that the final translation does not resemble any of the hypotheses from the individual systems.

In this shared task, we follow the constituent substitution approach for system combination proposed by (Federmann et al., 2009). The substitution method is similar to voting on a confusion network that has a fixed backbone, however taking more linguistic information into account. Similar work has been reported in (Habash et al., 2009; Espana-Bonet et al., 2011). We choose the translations from an RBMT system as our fixed backbones, or “translation templates” in the hope of retaining the better syntactic structures created by such a system. The consensus translation is then produced by replacing complete constituents in the translation template rather than isolated words. Corresponding phrases in the other candidate translations are identified through word alignments back to the original source sentences. Our substitution algorithm is guided by several decision factors, including part-of-speech, local context, and a language model.

The remainder of this paper is structured as follows. In Section 2, we describe our system combination approach for the ML4HMT shared task and explain our substitution algorithm. Our experiments and results with the resulting combination system are presented in Section 3. Finally, we conclude and provide an outlook on future work in Section 4.

2 System Combination Approach

Our system combination approach is based on previous work on constituent substitution for system combination. One system is chosen as providing the translation template while the remaining systems provide alternative translation variants (on a segment level) which maybe substituted into the template according to a set of decision factors that are derived from syntactic features.

2.1 Finding the right translation template

The organisers of the ML4HMT shared task provided us a data set containing a development set of 1,025 sentences and a test set including 1,026 sentences. For each of these sentences, the source text, the corresponding reference translation, and the translation output as well as various annotations from five machine translation systems were available as source data. Depending on the MT system, the level of annotation details varied greatly and the overall annotation was very heterogeneous which, in our view, made it difficult to make equal use of all annotations/systems. This might be something that could be improved for future work on this data.

We chose the translations by the Lucy RBMT system (Alonso and Thurmair, 2003) as our translation backbone. There are two reasons for this:

1. As a rule-based system, Lucy creates structurally sound sentences. The drawbacks of missing vocabulary coverage and incorrect lexical choice can be made up by mining other translations for better translation variants.

2. Additionally, of all five systems included in the workshop data, only the Lucy system provides analysis trees of the source sentence. Other systems only include trees for the target side of the translation, with many of the systems providing no syntactic information at all.

As our substitution approach is based on identifying interesting phrases in the source sentence which are then linked to target language translations via word alignment, we decided to use the translations from the Lucy system as our translation template.

2.2 Reconstructing Lucy parse trees

The organisers of the workshop provided a flattened representation of the Lucy parse trees. Using some heuristics derived from the development set, we designed an algorithm to approximate the original deep
tree structures. For example, the XML fragment shown in Figure 1 describes the Spanish phrase la inflación europea. The noun phrase consists of:

- the determiner (la),
- the noun (inflación), and
- an adjective phrase (europea).

Our heuristics include a mapping which children a node is allowed to have: a node of the category NO, e.g., can either be a normal noun (NST) or a pronoun (PRN). Other part-of-speech categories are not legal wrt. the training data available from the ML4HMT development set.

With those heuristics, we built an XML parser which traverses the flattened XML tree representations and generates corresponding, approximated tree structures with a deeper structure. Figure 2 shows the syntactic tree we create from the XML fragment depicted in Figure 1. This deep tree is only an approximation of the original tree and does not contain all information that would be contained within parse trees generated from the original Lucy RBMY system, but it is nevertheless suitable to be used in our approach as we only consider substituting single words inside the candidate phrases we find in the source text parse trees.

2.3 Substitution algorithm

Previously, we have presented a language-independent substitution approach to system combination. Although this work also used rule-based machine translations as backbone, we exclusively relied on SMT systems to obtain alternative translation fragments. In this workshop we have access to translation output from systems that follow a variety of paradigms, however.

Lucy is an example for a rule-based MT system.

Apertium is also rule-based, whereas

Metis follows a hybrid approach and translates using a bilingual dictionary and a monolingual target language corpus.

MaTrEx includes several translation modules, but for this workshop a standard phrase-based

\[\text{Figure 1: Flattened representation of a Lucy parse tree.}\]

\[\text{Figure 2: Approximated tree structure.}\]

\[\text{We also used Lucy RBMT translation output in this previous work, but worked on original parse trees, not approximated tree structures.}\]
SMT model (Moses (Koehn et al., 2007)) was used.

Joshua provides output from a hierarchical phrase-based SMT model.

Using the approximated parse trees, we identify interesting phrases suitable for substitution: we consider noun, verb and adjective phrases. These are derived from the trees structures, while the potential substitution fragments from the other systems’ output are linked using word alignment. Word alignment is computed using GIZA++ (Och and Ney, 2000). Each candidate translation by the four additional systems is evaluated according to the following features:

Matching POS? We only substitute if the part-of-speech of the candidate matches the reference, i.e., the translation template. This way we will not destroy the syntactic structure.

Majority vote Two or more systems may offer the same candidate translation. We prefer more frequent candidate fragments.

Context We take into account the part-of-speech of the surrounding tokens, left and right, to ensure that the fragment will fit into the context.

Language Model The candidate fragments as well as their -1 left and -1 right context are scored using a language model trained on EuroParl (Koehn, 2005).

3 Experiments

We tried out several combinations of features in our substitution system. In this section, we report on our experiments with the ML4HMT data set and provide results from comparing our system combination results to the baseline Lucy RBMT translation output. In our experiments, we translated from Spanish→English.

In our evaluation of the approach, we focus on the comparison to the Lucy baseline as our approach cannot be tuned with automated scoring metrics. Hence, it cannot be meaningfully compared to other systems in terms of BLEU scores.

3.1 Data sets

The WMT 2008 news test set of 2,051 sentences had been split into a development set of 1,025 sentences and a test set of 1,026 sentences. We used the development set data for the creation of the XML parser that approximates Lucy tree structures. We examined different combinations of features used in our substitution algorithm on the development data set.

3.2 Experimental results

In Table 1, we show the different feature configurations we tried. It is worth noting that each configuration performed better than the baseline, which was the Lucy RBMT system; this means that fragments from other systems actually did improve it. Table 2 presents results obtained from automated scoring metrics for the different system configurations applied on the development set data. Finally, in Table 3 we give the total number of substitutions that have been performed for each of the system configurations during our work on the development set.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Matching POS?</th>
<th>Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>strict</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>pos</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>context</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>relaxed</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>

Table 1: Feature configurations for experiments

<table>
<thead>
<tr>
<th>Configuration</th>
<th>NIST</th>
<th>BLEU</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>5.0568</td>
<td>0.1516</td>
</tr>
<tr>
<td>strict</td>
<td>5.0937</td>
<td>0.1532</td>
</tr>
<tr>
<td>pos</td>
<td>5.0962</td>
<td>0.1534</td>
</tr>
<tr>
<td>context</td>
<td>5.0984</td>
<td>0.1535</td>
</tr>
<tr>
<td>relaxed</td>
<td>5.0932</td>
<td>0.1535</td>
</tr>
</tbody>
</table>

Table 2: Automated scoring results for development set.

The results shown in Table 2 indicate a possible improvement over the Lucy baseline. However, as the differences in BLEU between the configurations are not conclusive, we performed a manual evaluation of development set results. For example, the context feature disallows the substitution of it is saved by it is saves. Removing this feature leads to...
many more substitutions, which largely do not impact translation quality.

Based on our findings from the manual evaluation of development set results, we decided to use the context configuration in our final submission to the workshop. The context restriction includes part-of-speech matching implicitly, so adding this feature to the context restriction does not lead to any further improvements.

4 Conclusion

Whereas in previous work we only used translations generated by purely statistical MT systems as additional input, our system for the ML4HMT shared task could exploit output from systems of different paradigms. It remains to be investigated how this change affected resulting translation quality. The substitution approach showed improvements, although it was restricted to only single-word substitutions. In this hybrid setup we could retain the good syntactic structure of the RBMT output (which we used as translation template), while improving the lexical semantics by integrating translation fragments from other systems within the ML4HMT data set.

Future work includes expanding the substitution range to entire phrases and multi-word expressions. Restricting ourselves to single words has shown to help in retaining the good syntactic structure, but it also limits the impact of the additional systems on the baseline. By relaxing this restriction, we will open up our system to more extensive changes in the syntactic structure, which we will have to monitor closely to make sure we will not introduce translation candidates that will break the structure. Also, our features used for controlling the substitution algorithm are handcrafted at the moment; here we can see benefits from applying machine learning tools to actually learn helpful features from the given data. This will be an interesting extension of the system and would hopefully improve the substitution.
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Abstract

We describe the ML4HMT shared task which aims to foster research on improved system combination approaches for MT. Participants of the challenge are requested to build hybrid translations by combining the output of several MT systems of different types. We describe the ML4HMT corpus and the annotation format we have designed for it and briefly summarize the participating systems. Using automated metrics scores and extensive manual evaluation, we discuss the performance of the various systems. An interesting result from the shared task is the fact that we observed different systems winning according to the automated metrics and according to the manual evaluation. We conclude by summarizing the first edition of the challenge and give an outlook to future work.

1 Introduction

The “Shared Task on Applying Machine Learning techniques to optimise the division of labour in Hybrid MT” is an effort to trigger systematic investigation on improving state-of-the-art Hybrid MT, using advanced machine-learning (ML) methodologies. Participants of the challenge are requested to build Hybrid/System Combination systems by combining the output of several MT systems of different types and with very heterogeneous types of metadata information, as provided by the organizers.

The main focus of the shared task is trying to answer the following question: Could Hybrid/System Combination MT techniques benefit from extra information (linguistically motivated, decoding and runtime) from the different systems involved?

Our research in work package 2 of the META-NET project focuses on the design and development of such advanced combination methods, building bridges to the machine learning community to foster joint and systematic exploration of novel system combination techniques; for this, we have collected translation output from various machine translation systems, including information such as part-of-speech, word alignment, or language model scores. The collected data has been released as a multilingual corpus. Furthermore, we have organised a workshop including a challenge exploiting the ML4HMT corpus.

The remainder of this paper is structured as follows: in Section 2 we describe the data given to the shared task participants and give a detailed description of the challenge. Section 3 presents the systems taking part in the challenge before we present and discuss evaluation results in Section 4. We conclude by giving a summary of the ML4HMT shared task and an outlook to future work in Section 5.

2 Challenge Description

The participants are given a bilingual development set, aligned at a sentence level. For each sentence, the corresponding bilingual data set contains:

- the source sentence,
- the target (reference) sentence, and

The data package available from http://www.dfki.de/~cfedermann/ML4HMT-data-1.0.tgz

See http://www.dfki.de/ml4hmt/
the corresponding multiple output translations from 5 different systems, based on different MT approaches.

For the ML4HMT data set we decided to use the following systems: Apertium (Ramírez-Sánchez et al., 2006), Joshua (Li et al., 2009), Lucy (Alonso and Thurmair, 2003), MaTrEx (Penkale et al., 2010), and Metis (Vincent Vandeghinste and Schmidt, 2008)). The output has been annotated with system-internal metadata information derived from the translation process of each of the systems.

2.1 Annotated Data Format

We have developed a new dedicated format derived from XLIFF (XML Localisation Interchange File Format) to represent and store the corpus data. XLIFF is an XML-based format created to standardize localization. It was standardized by OASIS in 2002 and its current specification is v1.2 released on Feb-1-2008 (http://docs.oasis-open.org/xliff/xliff-core/xliff-core.html).

An XLIFF document is composed of one or more <file> elements, each corresponding to an original file or source. Each <file> element contains the source of the data to be localized and the corresponding localized (translated) data for one locale only. The localizable texts are stored in <trans-unit> elements each having a <source> element to store the source text and a <target> (not mandatory) element to store the translation.

We introduced new elements into the basic XLIFF format (in the "metanet" namespace) allowing a wide variety of meta-data annotation of the translated texts by different MT systems (tools). The tool information is included in the <tool> element appearing in the header of the file. Each tool can have several parameters (model weights) which are described in the <metanet:weight>.

Annotation is stored in <alt-trans> element within the <trans-unit> elements. The <source> and <target> elements in the <trans-unit> elements refer to the source sentence and its reference translation, respectively. The <source> and <target> elements in the <alt-trans> elements specifies the input and output of a particular MT system (tool). Tool-specific scores assigned to the translated sentence are listed in the <metanet:scores> element and the derivation of the translation is specified in the <metanet:derivation> element. Its content is tool-specific.

The full format specification is available as an XML schema. An example annotation from the ML4HMT data set is depicted in Figure 1.

2.2 Development and Test Sets

We decided to use the WMT 2008 (Callison-Burch et al., 2008) news test set as a source for the annotated corpus. This is a set of 2,051 sentences from the news domain translated to several languages, including English and Spanish but also others. The data was provided by the organizers of the Third Workshop on Machine Translation (WMT) in 2008. This data set was split into our own development set (containing 1,025 sentence pairs) and test set (containing 1,026 sentence pairs).

3 Participating Systems

3.1 DCU

The system described in Okita and van Genabith (2011) presents a system combination module in the MT system MaTrEx (Machine Translation using Examples) developed at Dublin City University. A system combination module deployed by them achieved an improvement of 2.16 BLEU (Papineni et al., 2001) points absolute and 9.2% relative compared to the best single system, which did not use any external language resources. Their system is based on system combination techniques which use a confusion network on top of a Minimum Bayes Risk (MBR) decoder (Kumar and Byrne, 2002).

One interesting, novel point in their submission is that for the given single best translation outputs, they tried to identify which inputs they will consider for the system combination, possibly discarding the worst performing system(s) from the combination input. As a result of this selection process, their BLEU score, from the combination of the four single best systems, achieved 0.48 BLEU points absolute higher than the combination of the five single best systems.
3.2 DFKI-A

A system combination approach with a sentence ranking component is presented in Avramidis (2011). The paper reports on a pilot study on a Hybrid Machine Translation that takes advantage of multilateral system-specific metadata provided as part of the shared task. The proposed solution offers a machine learning approach, resulting in a selection mechanism able to learn and rank and select systems’ translation output on the complete sentence level, based on their respective quality.

For training, due to the lack of human annotations, word-level Levenshtein distance has been used as a (minimal) quality indicator, whereas a rich set of sentence features was extracted and selected from the dataset. Three classification algorithms (Naive Bayes, SVM and Linear Regression) were trained and tested on pairwise featured sentence comparisons. The approaches yielded high correlation with original rankings (tau=0.52) and selected the best translation on up to 54% of the cases.

3.3 DFKI-B

The authors of Federmann et al. (2011) report on experiments that are focused on word substitution using syntactic knowledge. From the data provided by the workshop organisers, they choose one system to provide the “translation backbone”. The Lucy MT system was suited best for this task, as it offers parse trees of both the source and target side, which allows the authors to identify interesting phrases, such as noun phrases, in the source and replace them in the target language output. The remaining four systems are mined for alternate translations on the word level that are potentially substituted into the aforementioned template translation if the system finds enough evidence that the candidate translation is better. Each of these substitution candidates is evaluated concerning a number of factors:

- the part-of-speech of the original translation must match the candidate fragment.
- Additionally they may consider the 1-left and 1-right context.
- Besides the part-of-speech, all translations plus their context are scored with a language model trained on EuroParl (Koehn, 2005).
- Additionally, the different systems may turn up with the same translation, in that case the authors select the candidate with the highest count (“majority voting”).

The authors reported improvements in terms of BLEU score when comparing to the translations from the Lucy RBMT system.

3.4 LIUM

Barrault and Lambert submitted results from applying the open-source MANY (Barrault, 2010) system on our data set. The MANY system can be decomposed into two main modules.

1. The first one is the alignment module which actually is a modified version of TERp (Snover et al., 2009). Its role is to incrementally align the hypotheses against a backbone in order to create a confusion network. Each hypothesis acts as backbone, yielding each the corresponding confusion network. Those confusion networks are then connected together to create a lattice.

2. The second module is the decoder. This decoder is based on the token pass algorithm and it accepts as input the lattice previously created. The costs computed in the decoder can be expressed as a weighted sum of the logarithm of feature functions. The following features are considered in decoding:
   - the language model probability, given by a 4-gram language model
   - a word penalty, which depends on the number of words in the hypothesis
   - a null-arc penalty, which depends on the number of null arcs crossed in the lattice to obtain the hypothesis
   - the system weights: each word receives a weight corresponding to the sum of the weights of all systems which proposed it.

4 Evaluation Results

To evaluate the performance of the participating systems, we computed automated scores, namely BLEU, NIST, METEOR (Banerjee and Lavie, 2005), PER, Word error rate (WER) and Translation Error Rate (TER) and also performed an extensive, manual evaluation with 3 annotators ranking system combination results for a total of 904 sentences.
Table 1: Automated scores for ML4HMT test set.

<table>
<thead>
<tr>
<th>System</th>
<th>BLEU</th>
<th>NIST</th>
<th>METEOR</th>
<th>PER</th>
<th>WER</th>
<th>TER</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCU</td>
<td>25.32</td>
<td>6.74</td>
<td>56.82</td>
<td>60.43</td>
<td>45.24</td>
<td>0.65</td>
</tr>
<tr>
<td>DFKI-A</td>
<td>23.54</td>
<td>6.59</td>
<td>54.30</td>
<td>61.31</td>
<td>46.13</td>
<td>0.67</td>
</tr>
<tr>
<td>DFKI-B</td>
<td>23.36</td>
<td>6.31</td>
<td>57.41</td>
<td>65.22</td>
<td>50.09</td>
<td>0.70</td>
</tr>
<tr>
<td>LIUM</td>
<td>24.96</td>
<td>6.64</td>
<td>55.77</td>
<td>61.23</td>
<td>46.17</td>
<td>0.65</td>
</tr>
</tbody>
</table>

4.1 Automated Scores

Results from running automated scoring tools on the submitted translations are reported in Table 1. The overall best value for each of the scoring metrics is printed in **bold face**. Table 2 presents automated metric scores for the individual systems in the ML4HMT corpus, also computed on the test set. These scores give an indicative baseline for comparison with the system combination results.

4.2 Manual Ranking

The manual evaluation is undertaken using the Appraise (Federmann, 2010) system; a screenshot of the evaluation interface is shown in Figure 2. Users are shown a reference sentence and the translation output from all four participating systems and have to decide on a ranking in **best-to-worst order**. Table 3 shows the average ranks per system from the manual evaluation, again the best value per column is printed in **bold face**. Table 4 gives the statistical mode per system which is the value that occurs most frequently in a data set.

4.3 Inter-annotator Agreement

Next to computing the average rank per system and the statistical mode, we follow Carletta (1996) and compute $\kappa$ scores to estimate the inter-annotator agreement. In our manual evaluation campaign, we had $n = 3$ annotators so computing basic, pairwise annotator agreement is not sufficient—instead, we apply Fleiss (1971) who extends Scott (1955) for computing inter-annotator agreement for $n > 2$.

**Annotation Setup** As we have mentioned before, we had $n = 3$ annotators assign ranks to our four participating systems. As ties were not allowed, this means there exist $4! = 24$ possible rankings per sentence (e.g., $ABCD$, $ABDC$, etc.)\(^3\). In a second evaluation scenario, we only collected the *1-best* ranking system per sentence, resulting in a total of four categories (A: "system A ranked 1st", etc.). In this second scenario, we can expect a higher annotator agreement due to the reduced number of categories. Overall, we collected 904 sentences with an overlap of $N = 146$ sentences for which all annotators assigned ranks.

Scott’s $\pi$ allows to measure the pairwise annotator agreement for a classification task. It is defined as

$$\pi = \frac{P(A) - P(E)}{1 - P(E)}$$  \hspace{1cm} (1)

where $P(A)$ represents the fraction of rankings on which the annotators agree, and $P(E)$ is the probability that they agree by chance. Table 5 lists the pairwise agreement of annotators for all four participating systems. Assuming $P(E) = 0.5$ we obtain an overall agreement $\pi$ score of

$$\pi = \frac{0.673 - 0.5}{1 - 0.5} = 0.346$$  \hspace{1cm} (2)

which can be interpreted as **fair agreement** following Landis and Koch (1977). WMT shared tasks have shown this level of agreement is common for language pairs, where the performance of all systems is rather close to each other, which in our case is indicated by the small difference measured by automatic metrics on the test set (Table 1). The lack of ties, in this case might have meant an extra reason for disagreement, as annotators were forced to distinguish a quality difference which otherwise might have been annotated as “equal”. We have decided to compute Scott’s $\pi$ scores to be comparable to WMT11 (Bojar et al., 2011).

Fleiss $\kappa$ Next to the $\pi$ scores, there also exists the so-called $\kappa$ score. Its basic equation is strikingly

\(^3\)Given this huge number of possible categories, we were already expecting resulting $\kappa$ scores to be low.
System | BLEU | NIST | METEOR | PER | WER  
--- | --- | --- | --- | --- | ---  
Joshua | 19.68 | 6.39 | 50.22 | 47.31 | 62.37  
Lucy | **23.37** | 6.38 | **57.32** | 49.23 | 64.78  
Metis | 12.62 | 4.56 | 40.73 | 63.05 | 77.62  
Apertium | 22.30 | 6.21 | 55.45 | 50.21 | 64.91  
MaTrEx | 23.15 | **6.71** | 54.13 | **45.19** | **60.66**  

Table 2: Automated scores for baseline systems on ML4HMT test set.

<table>
<thead>
<tr>
<th>System</th>
<th>Annotator #1</th>
<th>Annotator #2</th>
<th>Annotator #3</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCU</td>
<td>2.44</td>
<td>2.61</td>
<td>2.51</td>
<td>2.52</td>
</tr>
<tr>
<td>DFKI-A</td>
<td>2.50</td>
<td>2.47</td>
<td>2.48</td>
<td>2.48</td>
</tr>
<tr>
<td>DFKI-B</td>
<td><strong>2.06</strong></td>
<td><strong>2.13</strong></td>
<td><strong>1.97</strong></td>
<td><strong>2.05</strong></td>
</tr>
<tr>
<td>LIUM</td>
<td>2.89</td>
<td>2.79</td>
<td>2.93</td>
<td>2.87</td>
</tr>
</tbody>
</table>

Table 3: Average rank per system per annotator from manual ranking of 904 (overlap=146) translations.

\[
\kappa = \frac{P(A) - P(E)}{1 - P(E)} \quad (3)
\]

with the main difference being the \( \kappa \) score’s support for \( n > 2 \) annotators. We compute \( \kappa \) for two configurations. Both are based on \( n = 3 \) annotators and \( N = 146 \) sentences. They differ in the number of categories that a sentence can be assigned to (\( k \))

1. **complete** scenario: \( k = 24 \) categories. For this, we obtained an overall \( \kappa \) score of

\[
\kappa_{complete} = \frac{0.1 - 0.054}{1 - 0.054} = 0.049 \quad (4)
\]

2. **1-best** scenario: \( k = 4 \) categories. For the reduced number of categories, \( \kappa \) improved to

\[
\kappa_{1\text{-best}} = \frac{0.368 - 0.302}{1 - 0.302} = 0.093 \quad (5)
\]

It seems that the large number of categories of the **complete** scenario has indeed had an effect on the resulting \( \kappa_{complete} \) score. This is a rather expected outcome, still we report the \( \kappa \) scores for future reference. The **1-best** scenario supports an improved \( \kappa_{1\text{-best}} \) score but does not reach the level of agreement observed for the \( \pi \) score.

It seems that DFKI-B was underestimated by BLEU scores, potentially due to its rule-based characteristics. This is a possible reason for the relatively higher inter-annotator agreement when compared with other systems. Also, DCU and LIUM may have low inter-annotator agreement as their background is similar.

Due to the fact that \( \kappa \) is not really defined for *ordinal data* (such as rankings in our case), we will investigate other measures for inter-annotator agreement. It might be a worthwhile idea to compute \( \alpha \) scores, as described in Krippendorff (2004). Given the average rank information, statistical mode, \( \pi \) and \( \kappa \) scores, we still think that we have derived enough information from our manual evaluation to support for future discussion.

## 5 Conclusion

We have developed an Annotated Hybrid Sample MT Corpus which is a set of 2,051 sentences translated by five different MT systems\(^4\) (Joshua, Lucy, Metis, Apertium, and MaTrEx). Using this resource we have launched the Shared Task on Applying Machine Learning techniques to optimise the division of labour in Hybrid MT (ML4HMT-2011), asking participants to create combined, hybrid translations using machine learning algorithms or other, novel ideas for making best use of the provided ML4HMT corpus data. Four participating combination systems, each following a different solution strategy, have been submitted to the shared task. We computed automated metric scores and conducted an extensive manual evaluation campaign to assess the quality of the hybrid translations. Interestingly,

\(^4\)Not all systems available for all language pairs.
the system winning nearly all the automatic scores (DCU) only reached a third place in the manual evaluation. Vice versa, the winning system according to manual rankings (DFKI-B) ranked last place in the automatic metric scores based evaluation. This clearly indicates that more systematic investigation of hybrid system combination approaches, both on a system level and wrt. the evaluation of such systems’ output, needs to be undertaken. We have learned from the participants that our ML4HMT corpus is too heterogeneous to be used easily in system combination approaches; hence we will work on an updated version for the next edition of this shared task. Also, we will further focus on the integration of advanced machine learning techniques as these are expected to support better exploitation of our corpus’ data properties. We are looking forward to an interesting workshop and thank the participants for their efforts during the ML4HMT-2011 Shared Task.
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Figure 1: Example of annotation from the ML4HMT corpus.

Figure 2: Screenshot of the Appraise interface for human evaluation.
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